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ABSTRACT 

This	master’s	thesis	examines	how	players	face	ill-structured	problems	by	interacting	with	

a	food	systems	game.	The	research	investigates	how	a	specific	game	design	can	nudge	

players	to	investigate	multiple	solutions	to	an	ill-structured	problem,	rather	than	relying	

on	a	single	approach.	This	work	deciphers	players’	epistemic	development	(i.e.,	the	ability	

to	reshape	prior	knowledge	and	construct	newer	ones,	Sanchez,	2022)	through	their	

exploration	of	the	game’s	topic	complexity.	The	study	employs	quantitative	methods	such	

as	simple	and	multiple	linear	regression,	correlation,	clustering,	and	dynamic	time	series	

analysis	to	uncover	patterns	in	play	behavior.	The	analyses	culminate	in	creating	a	

complexity	index	that	reflects	players'	epistemic	development	and	their	effectiveness	in	

navigating	complex	scenarios	within	the	game.	This	methodological	framework	provides	a	

detailed	set	of	indicators	for	each	session,	enabling	the	identification	of	epistemic	

development	through	the	exploration	of	the	game’s	representation	of	food	system	

complexity.	

	

Keywords:	complexity;	ill-structured	problems;	learning	game;	epistemic	development;	

game	learning	analytics;	dynamic	time	warping;	ludicisation;	food	system;	museum	
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1 INTRODUCTION 

Solving	21st-century	problems	in	our	ever-changing	world	is	a	hard	matter.	Why?	Because	

our	world	is	a	complex	system	where	every	element,	whether	physical,	digital	or	even	

ideological,	has,	to	a	certain	degree,	an	impact	on	the	rest	of	the	system	(e.g.,	living	bodies,	

countries,	society,	etc.).	It	is	thus	a	substantial	challenge	that	ought	not	to	be	left	out	by	

citizens.	Our	current	world	is	indeed	facing	more	and	more	complex	problems	from	

tackling	climate	change	to	global	inequality	and	poverty	(see	UNESCO	17	Sustainable	

Development	Goals).	As	of	today,	we	must	have	the	cognitive	and	intellectual	resources	to	

think,	prepare,	and	act	for	impact.	Yet,	it	is	not	a	new	challenge.	A	quarter	of	a	century	ago,	

in	1999,	Edgar	Morin,	Director-General	of	UNESCO	said	that	“one	of	the	greatest	problems	

we	face	is	how	to	adjust	our	way	of	thinking	to	meet	the	challenge	of	an	increasingly	

complex,	rapidly	changing,	unpredictable	world.	We	must	rethink	our	way	of	organizing	

knowledge”	(p.7).	To	be	able	to	live	together	in	this	rapidly	changing	world,	we,	citizens	

sharing	this	same	world,	must	adapt	to	unpredictable	outcomes.	Training	our	ability	to	

solve	complex	problems	is	a	way	to	move	forward,	indeed,	it	is	a	critical	soft	skill	to	acquire	

and	a	duty	to	perform	as	citizens.	By	complex	problems,	we	are	pinpointing	ill-structured	

problems:	dilemmas	with	no	verifiably	correct	solution	(Jonassen,	2000).	

	“It	is	no	longer	possible	for	citizens	to	learn	all	they	need	to	know	about	science	in	school	

or	in	higher	education”	(National	Research	Council,	2011,	p.74).	Squire	and	Patterson	

(2009,	as	cited	by	National	Research	Council,	2011)	propose	that	informal	science	settings	

provide	an	important	opportunity	to	improve	the	general	scientific	literacy	necessary	to	

respond	to	current	social	and	scientific	challenges	(e.g.,	climate	change,	and	pandemics).	

Museums	seem	to	be	the	perfect	informal	science	setting,	and	they	are,	by	definition,	places	

where	we	learn:	

“[It]	was	most	traditionally	the	place	consecrated	to	the	Muses	[…],	a	mythological	

setting	inhabited	by	the	nine	goddesses	of	poetry,	music,	and	the	liberal	arts.	‘They	

are	called	Muses’,	wrote	the	Chevalier	de	Jaucourt,	‘from	a	Greek	word	which	signifies	

“to	explain	the	mysteries”,	[…],	because	they	have	taught	[people]	very	curious	and	

important	things	which	are	from	there	brought	to	the	attention	of	the	vulgar.’”	

(Findlen,	1989,	p.60)	
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Games	can	be	a	solution	to	even	multiply	this	learning	effect	in	museum	settings	and	

encourage	visitors	to	solve	ill-structured	problems.	They	are	now	well	known	as	a	powerful	

medium	to	foster	learning.	Yet,	learning	games	offer	a	non-negligible	set	of	valuable	

features.	As	said	earlier,	they	can	train	and	engage	players	to	solve	ill-structured	problems	

while	collecting	a	tremendous	amount	of	data	for	educational	and	research	purposes.	

Indeed,	data	collected	by	learning	games	have	the	advantage	to	be	objective,	which	is	

necessary	to	run	sophisticated,	trustful,	quantitative	analyses	(Alonso-Fernández	et	al.,	

2019;	Reardon	et	al.,	2022).	Indeed,	the	analysis	of	learning	games	(the	field	is	called	game	

learning	analytics)	seeks	to	enhance	multiple	facets	of	game	learning	like	the	creation	of	

teacher-friendly	roadmaps	showing	how	to	properly	use	the	game	to	foster	learning	or	to	

demonstrate	the	learning	benefits	and	engaging	experience	of	the	games	to	cite	a	few.	

The	current	work	is	part	of	the	PLAY	project,	which	sought	to	explore	games	for	learning	as	

a	complete	subjective	experience.	It	seeks	to	include	the	context(s),	the	other	player(s),	and	

their	interactions.	It	envisions	learning	games	on	a	broader	scale,	as	compared	to	

gamification	which	solely	adds	game	features	on	top	of	objects	or	contexts	for	engagement	

purposes.	The	first	direction	of	the	PLAY	project	is	to	design	games	that	consider	the	

subjective	players’	experience	as	a	whole.	Second,	the	project	seeks	to	change	the	

experience	of	museum	visitors	to	encourage	interaction	with	the	museography,	peers,	and	

mediators.	Third,	the	project	wishes	to	approach	the	question	of	learning	in	the	context	of	

playful	situations	from	the	angle	of	the	evolution	of	learners’	relationship	to	knowledge.	In	

short,	the	PLAY	project	aims	to	understand	how,	in	museum	scholar	visits,	learning	games	

allow	students	to	engage	in	solving	complex	problems.	

AL2049	is	one	of	those	designed	learning	games	made	during	the	PLAY	project.	It	is	a	

learning	game	about	food	production	that	is	exclusively	played	at	the	“Alimentarium”,	a	

food-themed	museum	based	in	Vevey,	Switzerland.	The	game	can	be	categorized	as	a	

resource	management	simulation	game.	Its	development	originates	from	design-based	

research	(Sanchez	&	Monod-Ansaldi,	2015),	that	is,	researchers,	professional	game	

developers	(Digital	Kingdom),	teachers,	and	the	curator	of	the	museum	worked	together	to	

create	AL2049.	One	of	the	educational	purposes	of	the	game	is	to	“understand	the	complex	

relationships	between	food	production	system	components”	(Oliveira	et	al.,	2022).	The	
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game	has	been	designed	such	that	it	allows	players	to	solve	an	ill-structured	problem	about	

food	system	production	in	a	museum	about	food.	Ultimately,	the	game	aims	to	develop	

players’	skills	to	think	and	learn	about	food	system	complexity.	The	learning	outcome	is	

called	epistemic	development,	it	is	the	learning	process	in	which	individuals	experience	

situations	that	lead	them	to	question	their	prior	knowledge	and	develop	newer	ones	

(Sanchez,	2022).		

If	AL2049	has	been	designed	to	make	players	think	and	refine	their	knowledge	about	the	

complexity	of	the	food	production	system,	what	are	the	objective	indicators	of	epistemic	

development	in-game,	and	how	to	analyze	them	so	that	we	can	infer	the	resultant	learning	

outcomes?	

2 LITERATURE REVIEW 

2.1 Museums, games, and learning 

Engaging	in	museums’	items	on	display	is	a	step	forward	to	a	“critical	reading	of	the	world”	

as	Borg	and	Mayo	(2010,	p.	42)	said.	Furthermore,	the	authors	add:	“The	museums	can	be	

more	representative	in	the	forms	of	cultural	production	they	display	and	the	issues	that	

they	raise.	They	have	the	potential	to	capture	the	imagination	of	subaltern	group	members”	

(Borg	&	Mayo,	2010,	p.42).	Museums	are,	first	and	foremost,	environments	of	cultural	

heritage	coming	with	current	issues	that	society	is	facing.	This	is	why	it	is	important	to	

raise	awareness	to	visitors	by	engaging	them	in	the	museography.	Indeed,	compared	to	a	

classical	educational	setting,	museums	have	the	advantage	of	allowing	visitors	to	freely	

construct	their	knowledge.	Moreover,	this	freedom	allows	agency	which	is	one’s	ability	to	

act	in	their	current	environment.	The	latter	is	known	to	be	a	core	issue	of	any	educational	

setting	(Tchounikine,	2019).	This	sense	of	agency	and	control	which	is	a	known	factor	for	

increasing	motivation	and	engagement	(Ryan	&	Deci,	2000;	Reid,	2012;	Shu	&	Liu,	2019)	

can	be	further	amplified	by	learning	games.	Gutwill	and	Allen	(2012)	have	shown	that	

practicing	inquiry	in	a	museum	game-like	setting	allowed	higher	engagement	levels.	

Moreover,	the	agency	in	games	helps	players	feel	safe	to	fail,	persist,	and	feel	ownership	of	

their	learning	and	is	closely	tied	to	self-efficacy	(Bandura,	1977).	This	active	learning	
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monitors	their	understanding	and	helps	them	seek	out	opportunities	to	explore	and	apply	

what	they	discovered	to	shape	their	knowledge	(Reardon	et	al.,	2022),	which,	in	turn,	

leverages	meaningful	learning	(i.e.	connecting	new	information	with	what	you	already	

know	and	with	your	relevant	real-life	personal	experience,	Brown,	2014,	as	cited	by	

Reardon	et	al.,	2022).	Yet,	meta-analyses	on	the	effect	of	digital	games	on	learning	have	

heterogeneous	outcomes.	Clark	and	colleagues	(2016)	showed	that	digital	games	

significantly	enhanced	students’	learning	compared	to	nongame	conditions	with	a	small	

effect	size	of	0.33.	This	view	is	supported	by	other	meta-analyses	(Barz	et	al.,	2024;	Riopel	

et	al.,	2019;	and	for	critical	thinking,	see	Mao	et	al.,	2022).	However,	the	effect	sizes	found	

in	the	literature	can	be	heterogeneous	and	this	may	come	from	limitations	in	the	meta-

analyses	as	pinpointed	by	Riopel	and	colleagues	(2019),	involving	factors	such	as	the	

subject	area	and	experimental	simulation	(Vogel	et	al.,	2006)	or	the	age	of	participants	

(Sitzmann	&	Ely,	2011).	Moreover,	when	considering	different	types	of	moderators,	the	

meta-analyses’	positive	effects	on	learning	may	drop	to	a	null	effect.	This	can	be	seen	in	

Sitzmann	and	Ely	(2011)	with	publication	status	(in	favor	of	published	articles)	also	no	

significant	difference	in	learning	was	found	when	comparing	active	versus	passive	

instructions	(Wouters	et	al.,	2013).		

Museums	are	unique	social	environments	to	be	able	to	learn	and	games	can	push	this	way.	

The	more	classical	learning	theories	completely	omit	the	social	learning	benefits	(e.g.,	

behaviorism,	cognitivism,	Piagetian	constructivism)	and	affirm	that	learning	is	an	

experience	printing	a	relatively	permanent	change	in	behavior	(Vienneau,	2004).	However,	

since	our	first	minutes	of	life,	we	all	learned	from	our	relatives	by	observing,	memorizing,	

and	reproducing	(Bandura	&	Walters,	1977).	This	later	“social-cognitive”	theory	from	

Bandura	spotlights	“vicarious”	learning	(i.e.,	“experienced	as	a	result	of	watching,	listening	

to,	or	reading	about	the	activities	of	other	people,	rather	than	by	doing	the	activities	

yourself”,	Vicarious,	2024).	Studies	have	shown	that	social	interaction	and	collaboration	

foster	learning	(Doise	et	al.,	2013;	Roschelle	&	Teasley,	1995).	When	games	are	specifically	

designed	to	mediate	and	encourage	social	acts	that	constitute	group	learning,	this	can	in	

turn	lead	to	individual	learning	(Tchounikine,	2019).	Museums	are	thus	environments	

where	learning	can	be	fostered	through	games	and	social	interactions	with	other	visitors.	
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Games	used	in	museums	may	also	serve	other	aims.	A	meta-analysis	of	the	use	of	serious	

educational	games	in	museums	listed	three	purposes	for	which	serious	educational	games	

are	designed	(Wang	&	Nunes,	2019).	The	first	is	the	communication	of	specific	information	

about	the	museum	environment.	This	provides	visitors	with	another	medium	to	show	and	

exhibit	the	museum’s	collection	of	artifacts	linked	with	a	clear	description	of	each	object.	

This	kind	of	learning	is	more	formal	and	is	equivalent	to	the	transmission	way	of	teaching.	

The	second	purpose	of	games	is	to	train	visitors	in	the	acquisition	of	intellectual	and	

physical	skills.	This	is	done	through	a	well-defined	learning	objective	that	the	game	will	try	

to	solve	through	its	learning	outcome.	Games	can	indeed	have	an	impact	on	cultural,	social,	

artistic,	and	commercial	realities	(Ermi	&	Mäyrä,	2005).	The	third	purpose	is	experiential	

learning.	It	is	less	prescriptive	than	the	previous	way	of	doing	and	offers	more	

opportunities	for	exploration.	The	study	of	Nelson	and	colleagues	(2020)	corroborates	this	

view,	their	results	show	that	visitors	asked	a	significantly	higher	number	of	questions	

about	the	museum’s	topic	when	provided	with	a	game	compared	to	a	more	classic	app.	

Indeed,	experiential	learning	aims	at	providing	interactive	and	complex	environments.	

Above	all,	games	offer	a	tailored	solution	in	terms	of	game	mechanics	and	aesthetics	

combining	educational	outcomes	and	museology	features.	Games	thus	hold	a	pivotal	

position	for	the	maximization	of	the	visitor’s	experience	and	museum	impact	(Paliokas	&	

Sylaiou,	2016).	

2.2 Ludicisation 

Gamification,	defined	as	“the	use	of	game	design	elements	in	non-game	contexts”	

(Deterding	et	al.,	2011,	p.10)	is	now	widely	used	to	make	any	setting	or	interaction	more	

“fun”	–	at	least	to	make	it	more	engaging.	In	the	past	years,	we	can	observe	gamification	as	

a	motivational	layer	gently	put	over	well-structured,	deterministic	problems	leading	to	this	

famous	image	of	a	chocolate-dipped	broccoli	(Bruckman,	1999).	

Ludicisation	goes	beyond	by	converting	an	ordinary	situation	(e.g.,	I	am	an	individual	

visiting	a	museum)	into	a	perceived	play	situation	(e.g.,	I	am	part	of	a	group	of	scientists	

which	aims	at	feeding	the	local	population	by	installing	food	facilities	in	specific	museum	

spaces;	Genvo,	2013).	The	model	of	ludicisation	proposed	by	Bonnat	and	colleagues	(2020)	

aims	at	converting	a	“target	domain”	which	includes	complex	and	multidisciplinary	
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knowledge	(i.e.,	the	domain	to	be	learned,	e.g.,	food	system),	into	a	“source	domain”	that	

takes	the	form	of	a	playful	learning	experience	(i.e.,	the	learning	situation,	the	game).	

Ludicisation	can	thus	allow	players	to	engage	in	solving	complex	problems	with	no	

straightforward	solutions	to	develop	skills	that	are	embedded	in	this	specific	context.	The	

play	experience	is	fundamental	here,	it	must	engage	players	in	taking	part	in	the	

construction	of	this	experience	by	bringing	their	desires,	anticipations,	and	previous	

experiences	to	reflect	the	experience	in	that	light.	(Ermi	&	Mäyrä,	2005).	Ludicisation	

indeed	spotlights	the	entire	situation,	involving	the	player(s),	the	context(s),	and	their	

interactions.	It	can	thus	create	situations	leading	users	to	adjust	their	relationship	to	

knowledge	by	evaluating	the	consequences	of	their	behavior	(Sanchez	&	Pierroux,	2015).	

In	the	work	of	Sanchez	and	colleagues.,	2015,	they	showed	that	Classcraft,	an	epistemic	

role-playing	game	designed	to	manage	classrooms	in	secondary	school,	employed	

ludicisation	in	the	way	that	it	metaphorically	represented	the	class	through	a	battle	

combining	collaboration	and	competition.	Indeed,	it	allowed	engagement	in	the	classroom	

through	the	respect	of	the	game	rules	(i.e.,	class	rules).	The	game	also	offers	an	

individualized	way	to	be	continuously	rewarded	with	feedback,	a	limitation	when	one	

teacher	needs	to	manage	an	entire	classroom.	This	continuous	feedback	thus	developed	a	

feeling	of	competence	for	the	students.	Moreover,	the	implementation	of	such	a	game	in	a	

classroom	should	consider	the	teachers’	appropriation	(Torrente	et	al.,	2010)	as	well	as	the	

influence	of	the	institutional	context	(Bonvin	et	al.,	2019).	Once	play	is	made	central,	

players’	engagement	is	met	and	this	situation,	in	return,	alters	the	players’	relation	to	

knowledge.	

2.3 Ill-structured problems, epistemic games, and complexity 

Games	are	fascinating	mediums	that	can	offer	a	singular	perspective	on	the	kind	of	problem	

to	be	solved.	One	of	the	dimensions	Jonassen	(2000)	raises	in	his	typology	of	problem-

solving	concerns	the	problem	type,	opposing	well-structured	problems	versus	ill-

structured	problems.	

Well-structured	problems	are	finite	problems	in	which	they	present	all	elements	of	the	

problem	to	the	learner	as	well	as	a	limited	number	of	rules	and	principles.	As	can	be	seen	in	

schools	or	universities,	the	problem	is	organized	in	predictive	ways	and	has	knowable	
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solutions.	Whereas	ill-structured	problems	cannot	be	solved	with	a	high	level	of	certainty,	

moreover	several	solutions	may	be	proposed,	none	of	which	is	certain	or	verifiable,	even	by	

experts	(Sanchez,	2022).	For	Jonassen	(2000),	a	problem	appears	ill-structured	for	three	

reasons.	First,	because	its	problem	elements	are	unknown	or	not	known	with	any	degree	of	

confidence	(Wood,	1983,	as	cited	by	Jonassen,	2000).	Second,	it	can	offer	multiple	

solutions,	solution	paths,	or	no	solutions	at	all	(Kitchner,	1983,	as	cited	by	Jonassen,	2000).	

Third,	there	are	multiple	criteria	for	evaluating	solutions,	so	there	is	uncertainty	about	

which	concepts,	rules,	and	principles	are	necessary	for	the	solution	and	how	they	are	

organized.	More	importantly,	they	often	require	learners	to	make	judgments	and	express	

personal	opinions	or	beliefs	about	the	problem	(Meacham	&	Emont,	1989,	as	cited	in	

Jonassen,	2000),	constructing	worlds	based	on	implicit	or	explicit	values,	visions,	and	ideas	

as	can	be	seen	in	serious	open-ended	games	(Squire,	2007).	

“In	school,	when	students	fail	to	have	a	feeling	for	the	whole	system	which	they	are	

studying,	when	they	fail	to	see	it	as	a	set	of	complex	interactions	and	relationships,	

each	fact	and	isolated	element	they	memorize	for	their	tests	is	meaningless.	Further,	

there	is	no	way	they	can	use	these	facts	and	elements	as	leverage	for	action	–	and	we	

would	hardly	want	them	to,	given	that	acting	in	complex	systems	with	no	

understanding	can	lead	to	disasters.	Citizens	with	such	limited	understandings	are	

going	to	be	dangers	to	themselves	and	others	in	the	future”	Gee	(2005,	p14).	

Ill-structured	problems	and	how	to	solve	them	can	find	their	roots	in	seminal	works	of	the	

philosopher	John	Dewey	(1933).	He	describes	problems	as	“whatever	perplexes	and	

challenges	the	mind	so	that	it	makes	belief	at	all	uncertain”	and	engaging	in	solving	the	

problem	involves	“(a)	a	state	of	perplexity,	hesitation,	doubt;	and	(b)	an	act	of	search	or	

investigation	directed	toward	bringing	to	light	further	facts	which	serve	to	corroborate	or	

to	nullify	the	suggested	belief”	(Dewey,	1933,	p.	10).	This	last	point	in	of	major	importance	

for	us	here:	how	one	can,	when	feeling	the	urge	of	alleviating	an	itchy	level	of	uncertainty,	

investigate	and	explore	complexity	to	solve	the	problem?	Moreover,	solving	ill-structured	

problems	is	an	important	skill	for	pupils	to	acquire	because	it	allows	them	to	defend	

reasoned	and	argued	solutions,	to	revise	their	relationship	with	knowledge	and	ultimately	

to	identify	themselves	as	capable	of	devising	solutions	to	that	problem.	Indeed,	problems	
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are	found	to	be	first	initiated	by	reflexive	thinking	(Toussaint	&	Lavergne,	2005)	and	this	

change	in	relationship	to	knowledge	leads	to	epistemic	development.	The	latter	is	defined	

as	our	ability	to	construct,	evaluate,	reshape	and	use	knowledge	(Greene	&	Yu,	2016;	

Sanchez,	2022).	Games	fostering	epistemic	development	are	called	epistemic	games,	they	

aim	at	developing	ways	of	reasoning,	acting,	and	communicating	that	are	equivalent	to	

those	of	professionals	in	a	specialized	domain	(Shaffer,	2006).	The	objective	is	not	to	

suggest	a	particular	career	trajectory	but	to	facilitate	the	emergence	of	disciplinary	

thinking	and	its	transfer	it	to	other	contexts	(Rupp	et	al.,	2010).	For	Sanchez	(2022),	

epistemic	games	are	designed	to	be	more	precise	than	serious	games,	in	the	sense	that	they	

emphasize	the	perceived	play	situation,	as	shown	earlier	with	ludicisation.	Thus,	

considering	the	play	subjectivity	and	its	interactions	between	player(s)	and	context(s).	

Greene	and	Yu	(2016)	show	that	epistemic	development	predicts	academic	outcomes	such	

as	critical	thinking	and	argumentation,	which	is	essential	to	address	our	societal	complex	

problems.	

But	what	is	complexity?	Ladyman	and	colleagues	(2013)	reviewed	various	attempts	to	

define	complexity	and	broke	down	the	concept	of	complexity	into	seven	features.	The	first	

feature,	nonlinearity,	refers	to	when	small	changes	in	the	input	can	lead	to	unreasonably	

large	changes	in	the	output,	or	vice	versa.	The	second	feature	is	feedback	which	can	be	

referred	to	as	positive	or	negative	loops	in	a	system	leading	to	an	amplified	or	damped	

behavior.	It	emphasizes	the	interaction	and	communication	between	elements	of	a	system,	

you	can	think	of	birds	adjusting	their	course	depending	on	the	proximity	and	bearing	of	the	

other	birds	around	it.	Spontaneous	order,	the	third	feature	in	complexity,	arises	from	the	

emergence	of	organized	patterns	and	structures	of	a	very	large	number	of	uncoordinated	

interactions	between	individual	elements.	The	fourth	characteristic	is	robustness	and	a	

lack	of	central	control.	As	a	distributed	system,	it	maintains	stability	when	subjected	to	

perturbations.	You	can	think	about	a	flock	of	birds	staying	together	and	not	being	disrupted	

by	wind	or	a	random	elimination	of	one	or	many	birds.	Emergence,	the	fifth	complexity	

characteristic,	refers	to	the	phenomenon	where	local	interactions	of	simpler	elements	lead	

to	the	creation	of	new,	often	unexpected,	structures	and	functions	at	the	macro	level.	The	

sixth	feature	is	called	hierarchical	organization.	You	can	think	of	a	multi-level	entity	with	
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structures	and	properties	that	interact	with	the	levels	above	and	below.	The	best	example	

of	such	a	system	is	an	ecosystem	or	the	whole	system	of	life	on	Earth.	And	finally,	

complexity	can	be	defined	through	numerosity,	all	the	discussed	features	only	happen	if	

many	parts	are	engaged	in	many	interactions.	

Taking	a	reductionist	point	of	view,	to	understand	complexity,	we	isolate	individual	

elements	to	be	able	to	progressively	link	them	to	understand	the	relationships	between	

them.	Indeed,	any	complex	system	in	contemporary	science	will	be	explained	through	the	

lens	of	a	non-exhaustive	model	to	try	to	reproduce	the	larger	complex	system.	(Lemire,	

2008,	as	cited	by	Trestini,	2019).	And	by	modeling	reality,	why	not	use	learning	games?		

The	current	review	showed	us	the	importance	of	having	epistemic	games	in	museums	to	be	

able	to	train	visitors’	ability	to	tackle	complex,	ill-structured	problems.	Yet,	we	have	not	

found	scientific	work	on	ill-structured	problems	or	epistemic	games	about	complexity.	

AL2049	seeks	to	“understand	the	complex	relationships	between	food	production	system	

components”	(Oliveira	et	al.,	2022),	but	the	real	question	is:	how	players	tackle	complexity	

in	AL2049?		

3 RESEARCH QUESTIONS 

Solving	complex	problems	in	our	current	world	is	of	capital	importance	in	the	21st	century.	

The	project	PLAY	aims	to	understand	how,	in	museum	scholar	visits,	learning	games	allow	

students	to	engage	in	solving	complex	problems.	AL2049,	one	of	these	games,	sought	to	

develop	players’	skills	to	engage,	learn,	and	think	about	food	system	complexity.		

Being	able	to	visualize	our	world	as	a	system	of	systems	allows	learners	to	tackle	problems	

in	their	globality	and	to	take	action	in	a	more	impactful	and	meaningful	way.	Current	

classical	educational	settings	are	hardly	teaching	those	skills	mainly	because	of	assessment	

issues,	institution	prioritization	of	the	knowledge	and	skills	to	teach,	or	teachers’	time	to	fit	

all	learning	material	in	a	school	year,	etc.	Museums	are	thus	informal	science	settings	

where	such	knowledge	can	be	offered	to	their	visitors.	

Indeed,	previous	findings	show	that	museums	and	learning	games	form	a	brilliant	mix	

supporting	learning	outside	the	classical	educational	settings.	When	combined,	they	merge	
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rewarding	needs	such	as	competence,	relatedness,	and	autonomy	while	engaging	visitors	

in	an	attractive,	and	pleasing	playful	experience	(Ryan	&	Deci,	2000).	Moreover,	learning	

games	are	a	powerful,	yet	adaptable	medium	to	guide	players	in	tackling	ill-structured	

problems.	To	solve	complex	problems,	one	must	construct,	reshape,	and	create	new	

knowledge	about	the	subject	of	interest	(Sanchez,	2022).	This	epistemic	development	is	

known	to	be	the	premise	of	critical	thinking	and	argumentation	(Greene	&	Yu,	2016).	

Furthermore,	we	saw	that	the	definition	of	complexity	included	multiple	features	

(Ladyman	et	al.,	2013),	some	of	which	are	thought	to	be	present	in	the	game	design	of	

AL2049.	

Is	AL2049	an	ill-structured	problem	and	how	is	complexity	defined	in	AL2049?	From	the	

seven	complexity	features,	an	a	priori	analysis	was	performed.	This	led	us	to	narrow	down	

our	definition	of	complexity	to	its	nonlinearity	feature	(see	the	a	priori	analysis	in	the	

appendix).	Therefore,	this	master’s	thesis	attempts	to	answer	to	this	question:	How	

AL2049	allows	players	to	tackle	food	system	complexity	and	enhance	their	epistemic	

development?		

Find	below	our	hypotheses:	

H1:	Players	tackle	food	production	as	a	system	in	AL2049	

H2:	Players	tackle	complexity	in	AL2049	through	nonlinearity,	a	complexity	indicator.	

4 METHODS 

4.1 AL2049 game session 

The	game	is	played	on	tablets	held	by	groups	of	three	to	four	players	and	is	supervised	by	a	

game	master,	usually	a	museum	worker	who	knows	the	game	and	is	responsible	for	giving	

the	instructions.	We	call	a	‘session’	each	game	played	on	a	tablet.	At	the	beginning	of	the	

game,	the	game	master	presents	herself	as	a	scientist	working	for	the	museum	with	one	

main	goal:	to	feed	thirty	individuals	living	at	the	museum	(which	is	the	size	of	a	classroom).	

The	game	first	appears	to	players	with	a	map	of	the	museum	(see	Figure	1,	left).	However,	

spaces	are	locked.	Players	must	physically	walk	to	the	different	places	of	the	museum	to	
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take	a	picture	of	the	place	and	unlock	the	space.	Once	done,	players	must	assign	a	function	

to	the	space	such	as	livestock	farming,	crops,	processing	facilities,	research	labs,	and	food	

services.	Assigning	a	function	requires	an	amount	of	ten	energy	units,	thus	the	player	must	

choose	to	consume	either	fossil	fuel	(equal	to	ten	units),	renewable	energy	(three	units),	or	

human	labor	(one	unit).	During	the	entire	session,	the	player	has	a	finite	number	of	four	

fossil	fuels,	ten	renewable	energies	(plus	three	if	a	specific	bonus	is	chosen),	and	thirty	

human	labor	units.	The	player	can	see	on	the	top	left	corner	of	the	screen	a	gauge	of	thirty	

individuals	to	feed	which	varies	depending	on	the	spaces’	function	assigned.	A	space’s	

function	can	be	deleted	giving	back	the	allocated	energy	units	and	allowing	players	to	

rebuild	something	else.		

Once	the	eight	spaces	are	assigned	with	functions	(mostly	happening	after	twenty	minutes	

of	play),	players	come	back	to	the	game	master,	and	she	allows	the	players	to	move	ten	

years	forward	in	time.	A	recap	of	the	total	number	of	fed	individuals	is	displayed	on-screen	

as	well	as	two	other	gauges,	a	health	level	(how	sick/healthy	the	population	is)	and	a	well-

being	level	(how	depressed/happy	the	population	is).	Therefore,	the	game	implicitly	swaps	

its	main	goal	of	“feeding	thirty	individuals”	to	“feeding	thirty	individuals	and	maximizing	

their	health	and	well-being	levels”.	Getting	back	to	the	map,	the	two	new	gauges	are	

displayed	next	to	the	food	production	gauge	as	well	as	other	buttons	to	display	what	spaces	

are	positively	and	negatively	involved	in	terms	of	health,	well-being,	and	energy	allocation	

Figure	1	

Screenshots	of	the	main	map	of	AL2049	(Digital	Kingdom,	2019)	

Note.	Phase	I	is	shown	on	the	left	and	at	phase	II	on	the	right.	On	the	top	left	of	the	HUD	

(Heads-Up	Display),	we	can	see	the	number	of	individuals	fed.	Only	in	phase	II,	the	Health	

and	Well-Being	levels	are	shown	next	to	the	individuals	fed.	
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(see	Figure	1,	right).	The	play	session	stops	either	when	players	are	satisfied	with	their	

museum’s	configuration	or	when	the	time	to	visit	the	museum	for	pupils	is	over.	

4.2 Data description 

Data,	code,	and	supplementary	materials	can	be	found	on	osf	(https://osf.io/7ytqf/).	Data	

came	from	the	PLAY	project.	Players	are	either	pupils	ranging	from	eleven	to	fifteen	years	

old	or	adults.	Data	was	collected	at	the	Alimentarium	(Vevey,	Suisse)	museum	in	an	

ecological	context.	Log	data	was	collected	at	each	confirmation	of	actions	performed	on-

screen	and	not	each	screen	tapping	(i.e.,	event-based,	Serrano-Laguna	et	al.,	2017),	this	

allowed	players	to	continuously	play	without	being	interrupted	by	any	kind	of	assessment	

(i.e.,	stealth	assessment,	Shute,	2011).	Raw	data	(see	

TBALL_EventVariable_start_until2023_07_18_TRIEES.xlsx)	were	pre-processed	before	

being	analyzed;	code	and	detailed	procedure	can	be	found	on	osf	(https://osf.io/7ytqf/,	see	

al2049_master_maltt_pre.R).	Pre-processed	“cleaned”	data	can	be	found	in	osf	

(https://osf.io/7ytqf/,	see	df_al2049_master_maltt_202408.csv).	Here	is	the	list	of	the	

cleaning	steps:	

- Split	–	The	session	ID	“79e90533-9391-403a-b575-e4ca0657749d”	had	two	games	

which	is	shown	by	having	the	verb	“Start”	twice.	The	decision	has	been	to	split	it	

into	two	distinct	session	ID:	“79e90533-9391-403a-b575-e4ca0657749d”	and	

“79e90533-9391-403a-b575-e4ca0657749e”.	

- Game	states	transcription	–	A	Game	State	is	a	string,	e.g.,	

0#None;12!400;6!420!Soj;1!420;10!500;3!220;None;13!600;#[b14]*[b06,b03,b01,b13,

b12,b10,b04]	(see	“0.1_gamestate_decoding_EN_al2049_202408.txt”,	section	I.)	

containing	values	about	different	variables.	Added	variables	are	listed	in	file	

“gamestate_decoding_EN_al2049_202408.txt”,	section	V.	

- Long	to	wide	format	for	the	list	of	variables	–	At	each	recording	of	the	game	state,	

the	game	wrote	each	variable	in	the	table	(see	

“0.1_gamestate_decoding_EN_al2049_202408.txt”,	section	IV)	and	their	modified	

value.	To	keep	a	uniform	structure	such	as	tn	=	nth	action	=	nth	line,	with	each	nth	line	

having	all	recorded	variables	at	tn,	these	variables	were	added	as	columns,	and	

values	were	spread	vertically	in	the	table	until	the	next	change.		

https://osf.io/7ytqf/
https://osf.io/7ytqf/
https://osf.io/7ytqf/
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- Convert	data	type	–	Phase,	human,	green,	and	fossil	variables	were	converted	from	

char	to	num.	Time	was	converted	as	POSIXct	to	be	able	to	compute	playtime.	

- Remove	sessions	–	The	session	“9a6a73fa-3808-4d7d-8f7b-ee7cc6a36403”	has	

been	removed	due	to	having	large	play	times.	

- Rename	sessions	–	Instead	of	having	this	long	random	session	ID,	we	chose,	after	

checking	for	non-duplicated	names,	to	shorten	the	session	ID	to	their	first	two	and	

last	two	characters,	making	it	easier	to	read.	

This	dataset	gathers	174	sessions	collected	between	September	2022	and	June	2023.	A	

session	lasted	66.44	minutes	on	average	(SD	=	22.18),	split	between	phase	I	(M	=	45.95,	SD	

=	23.63)	and	phase	II	(M	=	22.79,	SD	=	7.68).	

4.3 Variables 

The	following	analyses	focus	on	the	primary	mechanic	of	the	game	which	is	the	resource	

allocation	to	build	functions	(that	will,	in	turn,	allow	to	feed	individuals	and/or	to	increase	

health	and/or	well-being	levels).		

The	variables	used	throughout	the	analyses	are	1)	the	proportion	of	fossil	energy	allocated	

ranging	from	0	to	1,	1	corresponds	to	4	fossil	energies	allocated;	2)	the	proportion	of	green	

energy	allocated	ranging	from	0	to	1,	1	corresponds	to	13	green	energies	allocated;	3)	the	

proportion	of	human	energy	allocated	ranging	from	0	to	1,	1	corresponds	to	30	human	

energies	allocated;	4)	the	proportion	of	individuals	fed	ranging	from	0	to	1.47,	1	

corresponds	to	30	individuals	fed;	5)	the	health	level,	ranging	from	0	to	1,	1	being	a	level	of	

9;	6)	the	well-being	level,	ranging	from	0	to	1,	1	being	a	level	of	13;	7)	play	time	in	minutes;	

8)	the	total	number	of	changes	for	a	type	of	energy	during	a	phase,	labelled	as	nchange,	e.g.,	if	

the	players	have	changed	four	times	fossil	in	phase	I,	then	the	indicator	of	nchange	is	equal	to	

4;	9)	the	amplitude	of	changes	which	will	be	the	sum	of	the	square	differences	between	tn	

and	tn+1	in	one	type	of	energy	during	a	phase,	labelled	as	achange;	and	10)	an	indicator	of	

global	change	multiplying	the	number	and	the	amplitude	of	change,	labelled	as	n*achange.	

We	used	proportions	of	energy	allocated	instead	of	raw	values	to	ease	reading.	Therefore,	a	

proportion	of	one	equals	to	either	the	maximum	value	(4	for	fossil,	13	for	green,	30	for	
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human	energy),	or	the	expected	maximum	value	(30	for	individuals	fed),	or	the	maximum	

value	as	found	in	the	dataset	(9	for	health	level	and	9.4	for	well-being	level).	

4.4 Quantitative analyses  

4.4.1 To uncover player behavior 

When	faced	with	a	large	amount	of	play	and	game	data,	many	authors	use	machine	

learning.	Indeed,	this	technique	was	successful	in	describing	many	students’	skills	and	

knowledge	(Martinez-Garza	&	Clark,	2017).	Alonso-Fernández	and	colleagues	(2019)	

reviewed	data	science	techniques	used	in	game	learning	analytics	and	showed	that	linear	

regressions,	correlation,	and	clustering	were	the	topmost	used	techniques	in	the	field,	

respectively	in	18,	17,	and	16	out	of	87	identified	studies.	We	focus	here	on	clustering	

which	allows	the	exploration	of	data	to	identify	groups	of	players	with	similar	behaviors,	as	

defined	by	patterns,	or	detect	features	that	constitute	such	behaviors	(Bauckhage	et	al.,	

2015).	It	has	also	been	used	to	segment	the	target	audience	for	user-oriented	testing	

(Drachen	et	al.,	2014).	Bauckhage	and	colleagues	(2015)	listed	seven	key	concerns	

encountered	when	using	cluster	analysis	to	evaluate	player	behaviors,	including	a)	

validation;	b)	interpretation	and	visualization,	with	an	emphasis	on	feature	selection	to	

avoid	low	practical	value	results;	c)	time-dependency,	players’	behavior,	thus	clusters,	may	

evolve;	d)	progress	dependency,	we	should	take	into	account	the	different	progression	

between	players;	e)	high	dimensionality	and	big	data,	some	clustering	algorithms	do	not	

allow	large	scale	data	analyses;	f)	data	type	mixing,	researchers	should	have	a	clear	

normalization	strategy	when	using	different	type	of	data;	g)	feature	selection,	when	having	

a	higher	order	variable,	find	causes	of	an	increase	or	a	decrease	of	such	variable.	

Cluster	interpretability	is	of	major	importance	to	accurately	encapsulate	the	behaviors	of	

players	(Bauckhage	et	al.,	2015).	Indeed,	the	study	of	Drachen	and	colleagues	(2012)	

supports	this	view.	Titles	and	characteristics	were	given	to	behavioral	clusters	to	allow	

better	interpretability	by	the	game	designers	of	contemporary	major	commercial	games	

(“AAA”-level).	This	can	be	done	through	the	assignment	of	a	simple	expressive	label	to	each	

found	basis	centroid	(each	player	profile)	to	be	easily	interpreted	by	the	readers	(Drachen	

et	al.,	2012);	Seif	El-Nasr,	Gagné	et	al.,	2013).	Drachen	and	colleagues	(2014)	ran	a	study	
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comparing	different	unsupervised	clustering	methods	like	k-means,	Non-negative	Matrix	

Factorization	(NMF),	Principal	Component	Analysis	(PCA),	and	Archetypal	Analysis	(via	

Simplex	Volume	Maximization).	Using	playtime	and	leveling	speed	data	from	World	of	

Warcraft,	they	show	that	Archetypal	Analysis	is	the	best	interpretable	clustering	method	

due	to	its	real	representation	of	players’	“archetypical”,	yet	extreme,	behavior.	When	using	

k-means,	players’	representations	(i.e.,	centroids)	do	not	necessarily	reside	on	existing	data	

samples	thus	creating	a	mean	of	players’	data	making	interpretation	less	easy.	NMF	and	

PCA	show	non-interpretable	clusters,	in	their	case	the	authors	found	decreasing	player	

levels	which	is	non-sense	game-wise.	

The	previous	studies	used	non-time-oriented	data	(Bauckhage	et	al.,	2015;	Drachen	et	al.,	

2012;	Drachen	et	al.,	2014)	whereas	Saas	and	colleagues	(2016)	used	time	series	

clustering.	This	study	classified	players	by	pattern	shape	and	compared	multiple	

techniques	to	cluster	time	series	(e.g.,	Dynamic	Time	Warping,	Correlation-Based	Measure,	

Temporal	Correlation	and	Raw	Values	Behavior	Measure,	Complexity-Invariant	Distance	

Measure,	Discrete	Wavelet	Transform,	Symbolic	Aggregate	Approximation	Related	

Function	Measure	and	Trend	Extraction).	The	choice	of	the	clustering	technique	was	

argued	and	tailored	to	their	application	and	business	interest.	Learning	analytics	

researchers	who	emphasize	the	importance	of	temporal	analysis	consider	learning	as	a	

process	occurring	over	time	(Molenaar	&	Wise,	2022).	Moreover,	it	is	important	to	have,	

before	the	analyses,	a	thoughtful	conceptualization	and	operationalization	of	learning	

constructs	concerning	temporality	(Knight	et	al.,	2017).	Indeed,	the	step	of	

operationalization	is	a	major	step	in	the	analysis	of	players’	behavior,	since	constructs	are	

unmeasurable,	Landers	and	Bauer	(2015)	emphasized	that	the	goal	of	operationalization	is	

to	ensure	that	the	way	we	measure	the	construct	is	an	accurate	representation	of	the	

construct	itself	which	leads	in	turn	to	precise,	objective	operational	definitions.	Following	

Reardon	and	colleagues	(2022),	game	data	comprise	detailed	information	about	players’	

frequence	decision	making	which	are	tied	to	the	specifics	of	the	game	world,	making	them	

more	contextualized	–	and	thus	arduously	generalizable	to	other	contexts	and	games.	The	

latter	author	listed	four	fundamental	principles	of	game-based	learning	and	how	to	analyze	

them:	agency,	engagement,	growth,	and	social	connection.	For	agency,	they	recommend	
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categorizing	players	by	recognizing	their	play	styles	and	identifying	goals	or	plans	that	

players	are	pursuing.	For	engagement,	they	propose	to	measure	the	amount	of	gameplay,	

means,	and	variance	in	gameplay	time	or	play	time	per	session	and	analyze	it	using	

clustering	to	measure	engagement.	For	growth,	they	suggest	using	cluster	analysis	of	

gameplay	data	that	can	be	used	to	identify	different	learning	phases	such	as	exploration,	

tinkering,	and	refinement	(EXTIRE	framework,	Berland	et	al.,	2013,	as	cited	by	Reardon	et	

al.,	2022).	Finally,	for	social	connection,	they	pinpoint	the	importance	of	having	mixed	

methods,	gathering	quantitative	and	qualitative	methods	since	the	social	interactions	

mostly	take	place	off-screen	and	are	hard	to	fully	capture	through	gameplay	data.	

The	current	work	will	use	the	aforementioned	game-learning	analytics	techniques	(Alonso-

Fernández	et	al.,	2019)	such	as	linear	regression	to	uncover	the	directionality	of	players	

behaviors	and	correlation	to	highlight	the	links	between	different	game	variables.	We	will	

also	use	non-time-oriented	clustering	(Bauckhage	et	al.,	2015;	Drachen	et	al.,	2012;	

Drachen	et	al.,	2014)	as	well	as	Dynamic	Time	Warping	(Saas	et	al.,	2016)	to	explore	

whether	players	behave	in	a	similar	way	or	not.		

4.4.2 In epistemic games 

Many	books	have	been	written	about	analytics	on	entertainment	games	(Gašević	&	

Merceron,	2022;	Lankoski	&	Bjork,	2015;	Seif	El-Nasr,	Drachen	et	al.,	2013;	for	a	recent	

comprehensive	review	and	classification	of	game	analytics,	see	Su	et	al.,	2021),	but	none	

have	focused	on	the	analytics	of	epistemic	games.	Yet,	this	field	is	not	new	and	originates	

from	the	seminal	work	of	Shaffer	(2006)	which	uses	Epistemic	Network	Analyses	(ENA).	

Epistemic	development	can	thus	be	analyzed	through	qualitative	analyses,	(Barzilai,	2017;	

Cabellos	&	Pozo,	2023;	Hu	et	al.,	2019),	quantification	of	coded	data	through	ENA	(Rupp	et	

al.,	2010;	Shaffer	et	al.,	2016;	Sweet	&	Rupp,	2012),	or	experimental	design	(Hu	et	al.,	2019;	

Ke,	2019;	Wang	&	Wang,	2017).			

Another	field	of	analytics,	learning	analytics	focuses	on	learning	as	an	outcome	(Gašević	et	

al.,	2015).	It	is	the	measurement,	collection,	analysis,	and	reporting	of	data	about	learners	

and	their	contexts,	for	purposes	of	understanding	and	optimizing	learning	and	the	

environments	in	which	it	occurs	(Clow,	2013;	Lang	et	al.,	2022).	The	field	has	been	found	to	
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miss	a	comprehensive	understanding	of	how	players	interact	with	games	and	what	tools	

are	needed	to	understand	the	learning	impact	on	players	(Freire	et	al.,	2016).		

Few	studies	approached	quantitative	analyses	of	ill-structured	problems	to	analyze	

players’	behaviors	in	epistemic	games.	Kang	and	colleagues	(2017)	used	sequential	pattern	

mining,	on	an	open-ended	serious	game.	The	study	listed	different	patterns	of	sequential	

actions	across	different	stages	of	the	game,	allowing	the	categorization	of	students	(high-

/low-performing	groups)	along	with	path	diagrams	to	visualize	the	learning	processes	at	

play.	Novoseltseva	and	colleagues	(2022)	focused	on	continuous	sequences	of	actions	of	log	

data,	leaving	aside	time.	They	also	analyzed	data	using	clustering	and	outlier	detection.	The	

study	of	Martinez-Garza	and	Clark	(2017)	sought	to	analyze	players’	epistemic	stance.	They	

used	clustering	which	allowed	them	to	revise	their	model	called	the	Two-Stance	Model	

framework	(Martinez-Garza	&	Clark,	2016,	as	cited	by	Martinez-Garza	&	Clark,	2017).	This	

model	defines	two	different	states	for	the	student	when	playing	an	educational	game,	a	

Player	state	and	a	Learner	state.	The	findings	corroborate	the	two	states,	and	they	used	

their	result	to	refine	the	model	by	adding	the	importance	of	prior	knowledge,	even	if	they	

did	not	support	the	back-and-forth	between	the	two	states.	

4.4.3 In AL2059 

We	saw	that	the	quantitative	analysis	of	players’	behaviors	from	an	epistemic	game	

offering	an	ill-structured	problem	is	still	an	uncharted	field.	The	present	work	focuses	on	

analyzing	play	traces	(i.e.,	pre-processed	raw	log	data)	of	AL2049.	It	follows	up	Oliveira	and	

colleagues’	(2022)	work	where	they	called	for	quantitative	analyses	to	see	how	the	game	is	

used	by	the	players	and	how	their	behaviors	evolve.	Since	log	data	are	important	to	trace	

learning	processes	(Sanchez,	2022),	the	methodological	purpose	of	this	work	sought	to	find	

indicators	of	epistemic	development	from	behavioral	data,	and	ultimately	to	show	that	

tackling	complexity	as	found	in	AL2049	fosters	learning.	How	can	we	quantitatively	

interpret	interactions	with	this	game	regarding	the	exploration	of	the	complexity	of	the	

game’s	subject?	The	current	work	seeks	to	bridge	the	gap	between	game	analytics	and	

epistemic	development	analyses.	We	focus	here	on	the	quantitative	analysis	of	players’	

behaviors	during	the	game	to	identify	epistemic	development	indicators	and	ultimately	

infer	epistemic	development	processes	(i.e.	learning).		
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In	phase	I,	the	goal	of	the	game	is	to	“feed	thirty	individuals”,	in	phase	II,	the	goal	implicitly	

changes	to	“feed	thirty	individuals	while	keeping	maximum	health	and	well-being	levels”.	

As	said	earlier,	the	current	work	will	focus	on	the	analysis	of	the	primary	mechanic	of	the	

game	which	is	energy	allocation.		

A	first	set	of	analyses	concerning	the	directionality	of	energy	allocation	within	phases	will	

be	run.	In	phase	I,	we	think	that	the	players	will	allocate	all	kinds	of	resources	with	no	

distinction	over	the	kind	of	energy	used	(fossil,	green,	human),	the	aim	is	solely	to	feed	

individuals	using	energy.	In	other	words,	we	think	that	each	type	of	energy	allocation	is	

increasing	during	phase	I.	However,	in	phase	II,	since	the	gauges	of	health	and	well-being	

are	now	displayed	to	the	players,	ineluctably	changing	the	goal	of	the	game,	we	are	

expecting	a	different	manner	of	allocating	resources.	We	are	expecting,	in	phase	II,	a	

decrease	in	fossil	energy	usage	as	the	game	is	coded	to	have	fossil	energy	negatively	

impacting	health	(i.e.,	players	ought	to	have	high	health	levels)	whereas	green	and	human	

energy	usage	will	fluctuate	with	no	clear	direction.	Directions	(i.e.,	increasing	and	

decreasing)	will	be	given	through	linear	regression	analyses.	First,	we	will	compute	a	

multiple	linear	regression	taking	into	account	phase	in	the	model	to	determine	whether	

there	is	a	difference	of	slopes	between	phases	in	each	of	the	three	energies,	then	we	will	

compute	simple	linear	regressions	between	play	time	and	each	of	the	three	energies	(fossil,	

green,	human)	for	phase	I	and	phase	II	to	see	whether	participants	are	increasing	or	

decreasing	their	usage	within	one	phase.	Finally,	we	will	quantify	at	the	session	level	

whether	players	tend	to	increase	or	decrease	their	usage	of	energy	by	performing	t-tests	on	

slopes	for	each	participant	(see	section	5.2).	

After	that	the	directions	are	given,	how	do	the	players	allocate	energies	within	each	phase	

in	a	more	precise	and	timely	speaking	fashion?	We	will	look	at	how	energy	is	used	

throughout	the	playtime	within	phases	using	Dynamic	Time	Warping	(DTW).	This	will	

allow	us	to	discriminate	between	different	types	of	players	through	their	energy	allocation	

temporality,	adding	more	information	on	top	of	their	directionality	(see	section	5.3).	

Once	having	in-depth	details	about	one’s	way	of	allocating	energy,	we	will	now	be	able	to	

link	this	effective	energy	allocation	with	the	coded	game	outcomes	(i.e.,	game	design).	

AL2049	has	been	designed	so	that	players	“understand	the	complex	relationships	between	
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food	production	system	components”	(Oliveira	et	al.,	2022),	in	other	words,	the	game	

design	should	lead	to	a	systemic	understanding	of	food	production.	Correlating	effective	

energy	allocation	(i.e.,	play	behaviors)	and	game	outcomes	may	confirm,	first,	that	AL2049	

has	been	played	the	way	it	has	been	designed	(play	behaviors	confirming	game	design)	and	

second,	that	players’	behavior	is	indeed	reflecting	an	understanding	of	systemic	thinking	

(confirmed	game	design	confirming	pedagogical	goal/food	production	as	a	system).	This	

systemic	thinking	has	been	implemented	in	the	game’s	functions,	and	especially	the	

following	functions	involving	energy	allocation:	more	fossil	energy	allocated	leads	to	a	

decrease	in	health;	more	human	energy	allocated	leads	to	a	decrease	in	well-being.	

Therefore,	we	are	expecting,	phase	I,	to	have	very	high	correlations	between	each	of	the	

energies	and	the	number	of	people	fed	(primary	goal	in	phase	I,	e.g.,	allocating	resources	to	

build	functions	to	feed	people).	If	the	players	have	indeed	played	the	way	the	game	has	

been	designed,	we	should	see	these	significant	high	correlations.	However,	for	phase	II,	we	

are	expecting	no	clear	link	between	the	number	of	people	fed	and	each	of	the	three	

energies	since	the	goal	has	shifted	towards	health	and	well-being	levels.	For	correlations	

between	energies,	health,	and	well-being,	we	expect	different	outcomes.	In	phase	II,	health	

should	be	negatively	linked	with	the	use	of	fossil	energy	and	well-being	should	be	

negatively	linked	with	the	use	of	human	energy.	Spearman	correlations	will	be	run	to	see	

these	links	(see	section	5.4).	

To	quantify	exploration	in	the	game,	we	will	look	at	the	game’s	variables	of	change	(i.e.,	

how	many	times	and	to	what	extent	energy	allocation	is	changed).	We	will	first	check	

whether	the	number	of	changes	is	linked	with	the	amplitude	of	change,	indeed,	one	may	

change	a	lot	while	changing	within	a	restricted	range	to	create	an	indicator	of	change.	We	

will	then	create	a	change	indicator	gathering	the	two	previous	variables.	Compared	to	the	

directionality	shown	before,	this	indicator	of	change	only	attests	to	whether	they	explored	

many	energy	allocation	configurations	of	the	game	or	not.	These	analyses	will	be	added	to	

the	previous	ones	to	decipher	whether	the	players	are	indeed	exploring	in	the	right	

direction.	This	change	indicator	will	discriminate	between	players	having	equivalent	

exploration	levels,	while	categorizing	them	in	different	bins,	clustering	methods	will	be	

used	(see	section	5.5).	
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Analyses	of	directionality	with	linear	regressions	(section	5.2),	temporality	with	DTW	

(section	5.3),	and	game	design	confirmation	with	correlations	(section	5.4)	will	answer	our	

first	hypothesis,	whether	players	tackle	food	production	as	a	system.		

Analyses	of	change	amplitude	as	shown	by	clusters	(section	5.5)	will	answer	to	our	second	

hypothesis,	whether	players	tackle	complexity	in	AL2049	through	nonlinearity.			

Our	analyses	will	be	finalized	by	the	creation	of	a	final	indicator,	an	index	reflecting	

epistemic	development	on	the	food	system	complexity,	which	we	will	call	complexity	index.	

It	will	be	made	post-analyses,	and	it	will	merge	the	previously	found	results	(see	section	

5.6).		

	

4.5 Analyses 

Data	were	processed,	analyzed,	and	visualized	with	R	(v.2023.12.1.402,	2023.12.1.402`;	

Posit	Team,	2023),	using	the	following	packages	beepr	(Bååth	&	Dobbyn,	2024),	cluster	

(Maechler	et	al.,	2023),	dplyr	(Wickham,	François,	et	al.,	2023),	dtw	(Giorgino,	2009),	

factoextra	(Kassambara	&	Mundt,	2020),	ggplot2	(Wickham,	Chang,	et	al.,	2024),	NbClust	

(Charrad	et	al.,	2014),	pacman	(Rinker,	2024),	papaja	(Aust	&	Barth,	2022),	proxy	(Meyer	&	

Buchta,	2022),	purr	(Wickham,	Henry,	et	al.,	2023),	rbbt	(Dunnington,	2024),	rstudioapi	

(Ushey	et	al.,	2024)	and	tidyr	(Wickham,	Vaughan,	et	al.,	2024).	Spearman	correlations	

were	calculated	with	the	function	stats::cor(…,	method	=	spearman).	The	optimal	number	

of	clusters	was	computed	with	factoextra::fviz_nbclust(…,	cluster::pam,	method	=	

“gap_stat”).	Partitionning	Around	Medoids	(PAM)	algorithm	was	performed	using	

cluster::pam(…,	n,	metric	=	“manhattan”),	n	being	the	optimal	number	of	clusters.	The	

“metric”	argument	was	set	to	“manhattan”	because	Manhattan	distance	is	known	to	give	

more	robust	results	if	the	data	contains	outliers,	whereas	Euclidean	would	be	influenced	by	

unusual	values	(Kassambara,	2024)		
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4.5.1 Linear regressions 

Multiple	linear	regression	considering	phase	in	the	model	will	allow	us	to	determine	

whether	there	is	a	difference	in	players’	energy	allocation	slopes	across	play	time	between	

phase	I	and	phase	II.	

Since	the	multiple	linear	regression	does	not	inform	on	how	the	slopes	differ	between	

phases,	we	will	compute	simple	linear	regressions	between	each	of	the	three	energies	

(fossil,	green,	human)	and	play	time	individually	for	phase	I	and	phase	II.	We	will	thus	have	

a	more	detailed	view	to	see	whether	players	are	increasing	or	decreasing	their	energy	

allocation	within	one	phase.	This	will	give	us	information	on	the	general	slope	direction	

within	each	energy	and	each	phase.	

We	will	finally	look	at	the	session	level,	whether	one	player	increases,	decreases,	or	has	a	

flat	curve	of	their	usage	of	energy.	This	will	allow	us	to	be	more	detailed	and	quantify	the	

previous	analysis	by	pinpointing	and	counting	players	that	increase,	decrease,	or	have	a	flat	

curve.	

Data	was	formatted	so	that	the	first	time	point	reflected	the	time	when	the	recording	of	the	

game	was	on	(t=0,	which	does	not	mean	that	they	made	an	action	in	the	game).	Plus,	each	

time	point	reflected	a	change	in	the	{energy}.	And	we	finally	kept	the	last	value	of	{energy}	

when	the	phase	ended.	So	for	example,	if	we	have	a	session	ID	in	phase	I	using	3	renewable	

energy	in	t=5,	1	in	t=8,	and	ending	phase	I	at	t=20,	its	data	set	would	be	

[energy,time,0,0,3,5,1,8,1,20].	For	phase	II,	we	modified	‘playTimeInMin’	to	reflect	the	time	

played	since	the	beginning	of	phase	II.	Instead	of	having	phase	II	beginning	at	t=25	and	

having	green	energy	allocation	of	2	at	t=26,	1	at	t=28,	and	ending	phase	II	at	t=30,	its	data	

set	will	be	[energy,time,1,0,2,1,1,3,1,5].	Every	model	took	each	type	of	energy	as	a	

dependent	variable,	and	time	played	in	minutes	as	an	independent	variable.	Phase	was	

added	as	an	independent	variable	for	the	multiple	linear	regression.	

4.5.2 K-medoid clustering 

Clustering	is	an	unsupervised	machine	learning	technique,	whose	goal	is	to	form	

homogeneous	groups	or	clusters	of	objects	having	the	least	distance	between	data	points	of	

the	same	group	and	maximizing	distance	with	out-group	data	points.	The	current	work	
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uses	k-medoid	algorithm	instead	of	k-means	as	the	clustering	approach	and	has	two	

advantages	for	our	analyses.	The	first	is	to	have	clusters	represented	by	the	most	central	

data	point	of	the	cluster,	named	cluster	medoid,	which	is	the	representative	example	of	the	

cluster.	The	second	advantage	is	that	this	algorithm	is	less	sensitive	to	noise	and	outliers,	

making	it	more	robust	than	k-means	(Kassambara,	2024).	One	of	the	most	common	k-

medoids	clustering	methods	is	the	PAM	algorithm	(Partitioning	Around	Medoids,	(Kaufman	

&	Rousseeuw	(1990))	

4.5.3 Dynamic Time Warping 

Dynamic	Time	Warping	(DTW)	is	a	time-series	analysis	technique	for	measuring	similarity	

between	two	sequences	that	may	vary	in	time	or	speed	(see	Figure	2	for	a	graphical	

representation).	Given	two	time	series,	the	algorithm	stretches	or	compresses	the	sequence	

locally	to	make	one	resemble	the	other	as	much	as	possible	(Giorgino,	2009).	In	the	context	

of	play	analytics,	DTW	is	employed	to	compare	sequences	of	gameplay	events	to	identify	

patterns	or	similarities	in	player	behavior	and	works	particularly	well	to	group	similar	

player	profiles	with	a	shift	on	the	time	axis	(Saas	et	al.,	2016).	This	means	that	DTW	can	

account	for	temporal	variations,	such	as	a	player	taking	longer	or	shorter	to	complete	

certain	tasks,	while	still	capturing	the	overall	similarity	in	gameplay	patterns.	

	

Figure	2	

Distance	measure	comparison	between	Euclidean	Matching	and	Dynamic	Time	Warping	

Matching	(Commons	Wikimedia	–	XantaCross,	2011)	
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Given	two	sequences	! = ($!, $", … , $#)	and	( = ()!, )", … , )$),	DTW	finds	an	optimal	
alignment	between	them	by	minimizing	the	cumulative	distance	over	all	possible	

alignments	(see	equations	in	Giorgino,	2009).	

To	be	able	to	use	Dynamic	Time	Warping,	we	needed	to	arrange	the	data.	When	using	raw	

time	play	in	minutes	for	a	given	phase	and	energy	and	aggregating	time	series	to	have	

similar	time	points	between	sessions,	it	gave	us	too	many	time	points	(e.g.,	more	than	800).	

Data	arrangement	thus	consisted	of	1)	rounding	each	play	time	to	minutes	(e.g.,	if	an	action	

happened	at	4	minutes	and	39	sec,	we	chose	to	round	the	time	at	5	minutes);	2)	keeping	

the	first	time	point	and	each	time	point	where	a	change	in	energy	allocation	happened;	3)	

create	the	missing	timepoints	between	each	session	to	make	them	comparable	and	filling	

them	with	the	previous	value	(e.g.,	session	“001”	has	three	timepoints	at	2,	4	and	9	minutes	

with	corresponding	values	1,	2,	7	and	session	“002”	has	two	time	points	at	2	and	8	minutes	

with	values	4	and	8;	they	will	both	have	time	points	at	2,	4,	8	and	9	minutes,	“001”	will	have	

1,	2,	2,	7	and	“002”	will	have	0,	2,	8,	8).	This	means	that	each	session	in	each	phase	for	a	

given	type	of	energy	will	have	the	same	number	of	time	points	between	the	same	phase	

and	energy,	but	not	necessarily	between	the	other	phase	and	energy	(e.g.,	all	sessions	in	

phase	II,	green	energy	will	have	x	time	points,	whereas	all	sessions	in	phase	II,	human	

energy	will	have	y	time	points).		

For	each	clustering,	the	order	of	the	clusters	and	plots	was	manually	manipulated	to	ease	

reading	regarding	our	interpretations.	

5 RESULTS 

5.1 Time series 

We	first	plotted	the	session-by-session	time	series,	having	in	the	x-axis	the	time	played	in	

minutes,	and	in	the	y-axis	the	energy	allocation	ranging	from	0	to	1,	with	1	being	the	

maximum	number	of	allocations	for	the	specific	type	of	energy,	this	is	why	for	example,	

fossil	energy	allocation	has	steps	of	0.25.	Time	series	can	be	found	in	osf	

(https://osf.io/7ytqf/,	see	file	“1.1_timeseries_complexity_al2049mastermaltt_202408.pdf”	

https://osf.io/7ytqf/
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under	the	“supplementary_material”	directory)	and	are	ordered	by	session	name	in	

ascending	number	and	alphabetically.	

The	plotted	time	series	begins	at	the	first	players’	action,	which	is	the	first	confirmed	usage	

of	any	of	the	three	types	of	energy.	An	effective	session	lasted	in	average	43.3	minutes	(SD	

=	8.27),	split	between	phase	I	(Mminutes	=	18.23,	SDminutes	=	4.71;	Mactions	=	37.04,	SDactions	=	

18.39)	and	phase	II	(Mminutes	=	22.78,	SDminutes	=	7.68;	Mactions	=	78.19,	SDactions	=	39.38).	When	

comparing	the	ratio	of	actions	per	minute	between	phase	I	and	phase	II,	we	can	see	that	

phase	I	is	numerically	handling	fewer	actions	per	minute	(2.03)	than	phase	II	(3.43).		

5.2 Directionality 

5.2.1 Multiple linear regressions (phase level) 

We	found	significant	regressions	for	all	of	the	three	energies,	for	fossil	energy	allocation	

(F(3	,2035)	=	124.417,	p	<	0.001,	R2adjusted	=	0.154,	equation:	fossil	=	0.259	+	0.006	*	

(playTime)	+	0.032	*	(phase)	-	0.006	*	(playTime	*	phase)),	for	green	(F(3	,6355)	=	

665.628,	p	<	0.001,	R2adjusted	=	0.239,	equation:	green	=	0.334	+	0.003	*	(playTime)	+	0.36	*	

(phase)	-	0.003	*	(playTime	*	phase)	as	well	as	for	human	(F(3	,10938)	=	469.951,	p	<	

0.001,	R2adjusted	=	0.114,	equation:	human	=	0.506	+	0.003	*	(playTime)	+	0.282	*	(phase)	-	

0.004	*	(playTimeInMin	*	phase).		

5.2.2 Simple linear regressions (phase level) 

Computations	show	overall	significant	regressions.	In	phase	I,	fossil	energy	shows	a	

positive	slope,	as	seen	with	the	beta	(F(1	,1072)	=	150.611,	p	<	0.001,	R2	=	0.123,	equation:	

fossil(phase	I)	=	0.285	+	0.005	*	(playTime),	green	energy	shows	a	positive	slope	(F(1	,1832)	=	

102.244,	p	<	0.001,	R2	=	0.053,	equation:	green(phase	I)	=	0.345	+	0.003	*	(playTime)	and	

human	energy	shows	a	positive	slope	(F(1	,3664)	=	182.595,	p	<	0.001,	R2	=	0.047,	

equation:	human(phase	I)	=	0.512	+	0.003	*	(playTime).		

In	phase	II,	fossil	energy	shows	a	statistically	significant,	negative	slope	(F(1	,1289)	=	

47.368,	p	<	0.001,	R2	=	0.035,	equation:	fossil(phase	II)	=	0.343	-	0.006	*	(playTime),	green	

energy	shows	a	statistically	significant	positive	slope	(F(1	,4824)	=	203.665,	p	<	0.001,	R2	=	

0.041,	equation:	green(phase	II)	=	0.611	+	0.005	*	(playTime).	However,	for	human	energy,	the	
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regression	was	not	significant	(F(1	,7556)	=	1.684,	p	=	0.194),	thus	indicating	no	clear	slope	

direction.	

5.2.3 Simple linear regressions (session level) 

The	computed	simple	linear	regressions	show	that	over	174	sessions	in	phase	I,	for	fossil	

energy,	73	(42%)	have	a	significant	positive	slope	(p	<	.05),	and	0	sessions	have	a	

significant	negative	slope	(p	<	.05).	For	green	energy	in	phase	I,	133	sessions	(76%)	have	a	

significant	positive	slope,	and	0	sessions	have	a	significant	negative	slope.	For	human	

energy	in	phase	I,	164	sessions	(94%)	have	a	significant	positive	slope,	and	0	sessions	have	

a	significant	negative	slope.	

When	looking	at	phase	II,	for	fossil	energy,	3	sessions	(2%)	have	a	significant	positive	

slope,	and	22	sessions	(13%)	have	a	significant	negative	slope.	For	green	energy,	88	

sessions	(51%)	have	a	significant	positive	slope,	and	6	sessions	(3%)	have	a	significant	

negative	slope.	Finally,	for	human	energy,	34	sessions	(20%)	have	a	significant	positive	

slope,	and	51	sessions	(29%)	have	a	significant	negative	slope.	For	a	detailed	view	on	the	

results	for	the	174	sessions	for	each	energy	and	phase,	tables	can	be	found	in	osf	(under	

supplementary_material,	see	CSV	files	from	2.1	to	2.6)	



RIOJA,	K.	 SEPTEMBER	2024	 	 32	

5.3 Temporality 

5.3.1 Clusters of time series 

Concerning	the	consumption	of	fossil	energy	in	phase	I,	we	can	see	that,	the	optimal	

number	of	clusters	is	estimated	to	be	nine.	When	looking	at	the	cluster	plot,	it	visually	

shows	separated	clusters,	meaning	that	the	algorithm	successfully	caught	different	

patterns	of	fossil	energy	allocation	over	time.	Figure	3	shows	players’	fossil	energy	

allocation	grouped	by	their	cluster	assignation.	At	first	glance,	the	clusters	seem	to	be	

mostly	based	on	when	and	how	much	the	player	chose	to	consume	fossil	energy	at	the	end	

of	phase	I.	We	remind	the	reader	that	the	player	has	a	stock	of	four	fossil	energies	(thus,	the	

steps	at	0.25,	0.5,	and	0.75).		

Figure	3	

Cluster	plot	for	fossil	energy	in	phase	I	using	dynamic	time	warping	(DTW)	grouped	by	cluster	

highlighted	with	the	associated	medoid.	

Note.	On	the	left,	clusters	are	shown	by	color,	from	1	to	9	with	colors	varying	from	red	to	

violet	to	black.	On	the	right,	ordered	time	series	are	grouped	by	cluster.	x-axis	shows	time	

points	(n	=	95)	and	y-axis	shows	the	proportion	of	used	fossil	energy.	Above	each	grouping,	

is	shown	the	number	of	the	cluster,	followed	by	the	number	of	sessions	grouped	in	this	

cluster	and	the	session	ID	of	the	medoid	between	parentheses.	
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Cluster	#1	shows	21	players	(12.1%)	that	chose	to	refrain	from	using	fossil	energy	during	

the	first	phase,	nonetheless,	it	can	be	found	that	players	may	use	fuel	energy	during	phase	I.	

Cluster	#2	shows	46	players	(26.4%)	using	one	unit	at	the	end	of	the	phase	I.	Two	units	of	

fossil	fuels	were	used	for	50	players	(28.7%)	categorized	in	clusters	#3	and	#4,	the	

difference	lies	in	the	time	frame	in	which	they	chose	to	do	it,	38	players	chose	to	use	fossil	

fuel	at	the	beginning	of	the	phase	while	the	rest	chose	to	use	it	near	the	end	of	the	phase.	

Cluster	#5	groups	23	(13.2%)	players	who	were	using	three	units	and	43	(24.7%)	players	

were	grouped	reflecting	the	use	of	all	the	fossil	units	separated	into	three	distinct	clusters	

(#6,	#7,	#8),	yet	the	difference	between	clusters,	timely	speaking,	is	in	our	opinion	too	

small	to	be	highlighted.	Finally,	there	is	one	player	that	can	be	considered	as	an	outlier,	

clustered	alone	in	cluster	#9.		

Figure	4	

Cluster	plot	for	green	energy	in	phase	I	using	dynamic	time	warping	(DTW)	and	time	series	

grouped	by	cluster	highlighted	with	the	associated	medoid.	

Note.	On	the	left,	clusters	are	shown	by	color,	from	1	to	9	with	colors	varying	from	red	to	

violet	to	black	and	grey.	On	the	right,	ordered	time	series	are	grouped	by	cluster.	x-axis	

shows	time	points	(n	=	110)	and	y-axis	shows	the	proportion	of	used	green	energy.	Above	

each	grouping,	is	shown	the	number	of	the	cluster,	followed	by	the	number	of	sessions	

grouped	in	this	cluster	and	the	session	ID	of	the	medoid	between	parentheses.	
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For	green	energy	allocation	in	phase	I	(see	Figure	4),	the	optimal	number	of	clusters	is	ten.	

On	the	one	hand,	the	results	show	the	same	kind	of	results	as	for	fossil	consumption.	We	

can	see	that	from	the	first	to	the	seventh	cluster,	the	medoid	picked	shows	players	with	

increasing	levels	of	green	energy	allocation	over	time.	However,	the	last	three	clusters	

seem	to	show	more	variation	than	the	previous	clusters,	with	multiple	ups	and	downs,	

before	reaching	a	plateau.		

For	human	labor	in	phase	I,	we	computed	an	optimal	number	of	clusters	of	ten	(see	Figure	

5).	From	clusters	#1	to	#6,	we	have	98	sessions	(56.3%)	that	overall	increase	their	level	of	

human	consumption,	clusters	#7	and	#9	seem	to	have	more	ups	and	downs	than	the	other	

clusters.	Cluster	#10	show	also	three	outliers,	which	are	surprisingly	beginning	the	phase	

with	consumption	of	human	energy	reaching	almost	100%	at	the	first	action.	

Figure	5	

Cluster	plot	for	human	energy	in	phase	I	using	dynamic	time	warping	(DTW)	and	time	series	

grouped	by	cluster	highlighted	with	the	associated	medoid.	

Note.	On	the	left,	clusters	are	shown	by	color,	from	1	to	10	with	colors	varying	from	red	to	

violet	 to	 black	 and	 grey.	On	 the	 right,	 ordered	 time	 series	 are	 grouped	 by	 cluster.	x-axis	

shows	time	points	(n	=	117)	and	y-axis	shows	the	proportion	of	used	human	energy.	Above	

each	 grouping,	 is	 shown	 the	 number	 of	 the	 cluster,	 followed	 by	 the	 number	 of	 sessions	

grouped	in	this	cluster	and	the	session	ID	of	the	medoid	between	parentheses.	
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For	phase	II,	results	were	unanimous,	the	clustering	method	showed	an	optimal	number	of	

clusters	of	one	(see	the	supplementary	file,	“4.0_dtw_al2049mastermaltt_202408.pdf”,	

pages	10	to	18,	in	osf	https://osf.io/7ytqf/).	These	results	may	have	been	driven	by	

outliers;	this	is	why	we	decided	to	exclude	sequentially	the	visually	more	distant	sessions	

until	having	significant	clusters.	From	the	most	to	the	less	distant,	the	removed	sessions	for	

fossil	were	0da7,	1711,	de49,	df08,	9203,	fdae,	5d34;	for	green:	3cd4,	9203,	b0e7,	789c	and	

for	human:	3cd4,	cdf4,	d828.	The	results	shown	below	will	reflect	clusters	without	the	

previous	sessions	for	each	energy	type.	

For	fossil	energy	in	phase	II,	we	have	found	an	optimal	number	of	clusters	we	can	

somewhat	see	the	same	patterns	as	fossil	in	phase	I	but	in	a	reversed	way	(see	Figure	6).	

Cluster	#1	shows	19	sessions	(11.3%)	with	a	constant	non-usage	of	fossil	fuel.	Most	of	the	

clusters	(#1	to	#7),	representing	115	sessions	(68.9%),	show	a	decrease	in	consumption	of	

Figure	6	

Cluster	plot	for	fossil	energy	in	phase	II	using	dynamic	time	warping	(DTW)	and	time	series	

grouped	by	cluster	highlighted	with	the	associated	medoid.	

Note.	On	the	left,	clusters	are	shown	by	color,	from	1	to	10	with	colors	varying	from	red	to	

violet	 to	 black	 and	 grey.	On	 the	 right,	 ordered	 time	 series	 are	 grouped	 by	 cluster.	x-axis	

shows	time	points	(n	=	103)	and	y-axis	shows	the	proportion	of	used	fossil	energy.	Above	

each	 grouping,	 is	 shown	 the	 number	 of	 the	 cluster,	 followed	 by	 the	 number	 of	 sessions	

grouped	in	this	cluster	and	the	session	ID	of	the	medoid	between	parentheses.	

https://osf.io/7ytqf/
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fossil	fuel	ending	at	0	at	the	end	of	phase	II.	Cluster	#8	shows	17	sessions	(10.2%)	where	

they	begin	the	phase	with	different	levels	of	fossil	consumption,	and	it	seems	that	these	

sessions	try	to	converge	to	a	moderate	use	of	1	over	4	fossil	energy.	For	cluster	#9,	we	can	

see	that	most	of	the	10	sessions	(6%)	tend	to	decrease	their	consumption	of	fossil	fuel	

energy,	yet	some	sessions	keep	a	small	usage	of	it	like	the	previous	cluster.	Finally,	6	

sessions	(3.6%)	from	cluster	#10	seem	to	not	follow	any	rule	due	to	the	high	variations	in	

terms	of	the	level	of	fossil	fuel	at	the	beginning,	during,	and	at	the	end	of	phase	II.	For	

clusters	#7	to	#10,	we	can	see	a	lot	of	variation	within	each	cluster	during	the	entire	phase.	

Cluster	#8	and	#9	tend	to	converge	to	low	levels	of	fossil	consumption	unlike	cluster	#10	

which	has	the	inverse	tendency	to	converge	towards	high	values	of	fossil	consumption.	We	

can	say	that	for	fossil	energy,	the	categories	of	players	would	be	the	green	experts	(#1),	the	

fossil	reducers	(#2	to	#7),	and	the	convergers	(#8	to	#10).		

Note.	On	the	left,	clusters	are	shown	by	color,	from	1	to	9	with	colors	varying	from	red	to	

violet	to	black.	On	the	right,	ordered	time	series	are	grouped	by	cluster.	x-axis	shows	time	

points	(n	=	128)	and	y-axis	shows	the	proportion	of	used	green	energy.	Above	each	grouping,	

is	 shown	 the	 number	 of	 the	 cluster,	 followed	by	 the	 number	 of	 sessions	 grouped	 in	 this	

cluster	and	the	session	ID	of	the	medoid	between	parentheses.	

Figure	7	

Cluster	plot	for	green	energy	in	phase	II	using	dynamic	time	warping	(DTW)	and	time	series	

grouped	by	cluster	highlighted	with	the	associated	medoid.	
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For	green	energy	in	phase	II,	the	optimal	number	of	clusters	equals	to	nine	(see	Figure	7).	

Cluster	#1	shows	12	sessions	(7%)	with	already	high	levels	of	green	energy	and	keeping	

themselves	at	the	ceiling	throughout	the	phase.	Clusters	#2	to	#5	show	a	total	of	70	

sessions	(41.2%)	which	are	in	general	increasing	their	green	energy	allocation	towards	

high	levels	of	energy	allocation.	We	will	call	them	the	“increasers”.	Clusters	#6	to	#8	show	a	

total	of	78	sessions	(45.9%)	which	show	either	a	convergence	or	a	stabilization	to	medium-

to-high	consumption	of	green	energy.	By	convergence,	we	mean	no	distinction	between	

increasing	or	decreasing	towards	a	certain	level	of	energy	allocation.	We	will	call	them	the	

“mid-convergers”.	And	finally,	cluster	#9	shows	10	sessions	(5.9%)	with	no	clear	rules,	the	

“no-rules”.	We	can	thus	categorize	the	clusters	themselves	within	four	categories:	the	green	

experts	(#1),	the	high-increasers	(#2	to	#5),	the	convergers	(#6	to	#8),	and	the	no-rules	

(#9);	clusters	#6	to	#9	can	be	also	labeled	as	complexity	players.		

Note.	On	the	left,	clusters	are	shown	by	color,	from	1	to	3	with	colors	varying	from	red	to	

yellow.	On	the	right,	ordered	time	series	are	grouped	by	cluster.	x-axis	shows	time	points	(n	

=	 130)	 and	 y-axis	 shows	 the	 proportion	 of	 used	 human	 energy.	 Above	 each	 grouping,	 is	

shown	the	number	of	the	cluster,	followed	by	the	number	of	sessions	grouped	in	this	cluster	

and	the	session	ID	of	the	medoid	between	parentheses.	

Figure	8	

Cluster	plot	for	green	energy	in	phase	II	using	dynamic	time	warping	(DTW)	and	time	series	

grouped	by	cluster	highlighted	with	the	associated	medoid.	
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Finally	for	human	energy	in	phase	II,	the	optimal	number	of	clusters	was	set	at	three	(see	

Figure	8).	It	is	hard	to	discriminate	between	these	three	clusters	since	we	see	a	lot	of	

variation	within	a	phase	and	between	sessions.	We	will	use	the	same	labels	as	before.	

Cluster	#1	shows	63	sessions	(36.8%)	with	“high-convergers”	cluster	#2	shows	59	(34.5%)	

with	high-to-mid-convergers”	and	cluster	#3	shows	49	sessions	(28.7%)	with	“mid-

convergers”.		

5.4 Confirmation of the game design 

For	each	phase	and	each	session,	Spearman	correlations	were	run	between	each	energy	

type	and	the	people	feed	(main	goal	at	phase	I	and	shared	goal	at	phase	II)	and	the	levels	of	

health	and	well-being	(shared	goals	in	phase	II).	

5.4.1 Phase I, energies and people fed 

In	phase	I,	Spearman's	rank	correlation	rho	between	fossil	energy	and	people	fed	is	

positive,	statistically	significant,	and	very	large	(rho	=	0.56,	p	<	.001).	Over	174	sessions,	67	

sessions	(38.5%)	have	significant	positive	correlations	(p	<	.05)	and	0	sessions	have	

significant	negative	correlations	(p	<	.05).	The	Spearman's	rank	correlation	rho	between	

green	energy	and	people	fed	is	positive,	statistically	significant,	and	very	large	(rho	=	0.66,	

p	<	.001),	141	sessions	(81%)	have	significant	positive	correlations,	and	0	sessions	have	

significant	negative	correlations.		The	Spearman's	rank	correlation	rho	between	human	

energy	and	people	fed	is	positive,	statistically	significant,	and	very	large	(rho	=	0.77,	p	<	

.001),	170	sessions	(97.8%)	have	significant	positive	correlations,	and	0	sessions	have	

significant	negative	correlations.	

5.4.2 Phase II, energies and people fed 

In	phase	II,	the	Spearman’s	rank	correlation	rho	between	fossil	energy	and	people	fed	is	

positive,	statistically	significant,	and	small	(rho	=	0.17,	p	<	.001),	over	174	sessions,	33	

sessions	(19%)	have	significant	positive	correlations	(p	<	.05)	and	5	sessions	(2.9%)	have	

significant	negative	correlations	(p	<	.05).	The	Spearman’s	rank	correlation	rho	between	

green	energy	and	people	fed	is	positive,	statistically	significant,	and	large	(rho	=	0.39,	p	<	

.001),	80	sessions	(46%)	have	significant	positive	correlations,	and	4	sessions	(2.3%)	have	

significant	negative	correlations.	The	Spearman’s	rank	correlation	rho	between	human	and	
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people	fed	is	positive,	statistically	significant,	and	very	large	(rho	=	0.43,	p	<	.001),	113	

sessions	(65%)	have	significant	positive	correlations,	and	2	sessions	(1.1%)	have	

significant	negative	correlations.		

5.4.3 Phase II, energies and health 

In	phase	II,	the	Spearman’s	rank	correlation	rho	between	fossil	energy	and	health	is	

negative,	statistically	significant,	and	very	large	(rho	=	-0.61,	p	<	.001),	over	174	sessions,	1	

session	(0.6%)	have	significant	positive	correlations	(p	<	.05)	and	63	sessions	(36.2%)	

have	significant	negative	correlations	(p	<	.05).	The	Spearman’s	rank	correlation	rho	

between	green	energy	and	health	is	positive,	statistically	significant,	and	large	(rho	=	0.33,	

p	<	.001),	64	sessions	(36.8%)	have	significant	positive	correlations,	and	8	sessions	(4.6%)	

have	significant	negative	correlations.	The	Spearman’s	rank	correlation	rho	between	

human	energy	and	health	is	positive,	statistically	significant,	and	near	zero	(rho	=	0.06,	p	<	

.001),	43	sessions	(24.7%)	have	significant	positive	correlations,	and	30	sessions	(17.2%)	

have	significant	negative	correlations.	

5.4.4 Phase II, energies and well-being 

The	Spearman’s	rank	correlation	rho	between	fossil	energy	and	well-being	is	negative,	

statistically	not	significant,	and	tiny	(rho	=	-0.05,	p	=	0.076),	over	174	sessions,	7	sessions	

(4%)	have	significant	positive	correlations	(p	<	.05),	and	7	sessions	(4%)	have	significant	

negative	correlations	(p	<	.05).	The	Spearman’s	rank	correlation	rho	between	green	energy	

and	well-being	is	negative,	statistically	significant,	and	tiny	(rho	=	-0.04,	p	=	0.010),	20	

sessions	(14.5%)	have	significant	positive	correlations,	and	24	sessions	(13.8%)	have	

significant	negative	correlations.	The	Spearman’s	rank	correlation	rho	between	human	

energy	and	well-being	is	negative,	statistically	significant,	and	very	large	(rho	=	-0.44,	p	<	

.001),	3	sessions	(1.7%)	have	significant	positive	correlations,	and	101	sessions	(58%)	

have	significant	negative	correlations.	
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5.5 Change indicator to attest nonlinearity 

5.5.1 Relations between number and amplitude of change 

Spearman	correlations	between	the	number	and	the	amplitude	of	changes	were	computed.	

The	results	show	that	every	correlation	between	nchange	and	achange	in	each	phase	and	each	

energy	is	high,	positive,	and	statistically	significant	(see	Figure	9).	

	

Figure	9	

Spearman	correlations	between	number	of	change	and	amplitude	of	change.	

Note.	x-axis	shows	the	number	of	change	(nchange)	and	y-axis	shows	the	amplitude	of	change	

(achange).	 First	 row	shows	phase	 I,	 second	 row	 shows	phase	 II.	 First	 column	 shows	 fossil	

energy,	 second	 column	 shows	 green	 energy	 and	 third	 column	 shows	 human	 energy.	

Significance	is	shown	by	the	asterisks	(***	=	p	<	0.001).	
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5.5.2 Clusters of change 

	

To	better	discriminate	players’	profile,	we	used	Partitioning	Around	Metroid	(PAM),	an	

unsupervised	learning	k-medoid	clustering	algorithm.	The	clusters	and	graphs	(Figure	10)	

show	the	cluster’s	medoid,	which	is	a	real	session	at	the	center	of	the	cluster,	this	

medoid/session.	We	computed	the	optimal	number	of	clusters	for	each	phase,	for	each	

energy,	two	for	human	energy	at	phase	I	as	well	as	for	fossil	and	green	energies	at	phase	II;	

and	three	for	fossil	and	green	energies	at	phase	I,	and	human	energy	at	phase	II.	At	phase	I,	

for	fossil	energy,	we	have	47.7%	of	the	players	categorized	in	cluster	#1,	37.9%	in	cluster	

Figure	10	

Cluster	plots	for	energy	allocation	in	each	phase	regarding	slope	and	indicator	of	change.	

Note.	Clusters	are	shown	by	color,	yellow	shows	cluster	#1,	orange	shows	cluster	#2,	red	

shows	cluster	#3.	Medoids	are	shown	by	a	bigger	point	in	the	scatter	plot,	a	circle	for	cluster	

#1,	a	triangle	for	cluster	#2	and	a	square	for	cluster	#3.	x-axis	shows	the	slope	and	y-axis	

shows	the	indicator	of	change	(n*achange).	First	row	shows	phase	I,	second	row	shows	phase	

II.	First	column	shows	fossil	energy,	second	green	energy	and	third	human	energy.		



RIOJA,	K.	 SEPTEMBER	2024	 	 42	

#2,	and	12.4%	in	cluster	#3.	For	green	energy,	we	have	69.5%	of	the	players	categorized	in	

cluster	#1,	21.8%,	in	cluster	#2,	and	8.6%in	cluster	#3.	For	human,	we	have	71.8%	of	the	

players	categorized	in	cluster	#1	and	28.1%	in	cluster	#2.	In	phase	II,	for	fossil	energy,	we	

have	83.3%	of	the	players	categorized	in	cluster	#1	and	16.7%	in	cluster	#2.	For	green	

energy,	we	have	85.9%	of	the	players	categorized	in	cluster	#1	and	24.1%	in	cluster	#2.	

Finally,	for	human	energy,	we	have	40.8%	of	the	players	categorized	in	cluster	#1,	42%	in	

cluster	#2,	and	17.2%	in	cluster	#3.		

5.6 Complexity index 

For	each	of	the	previously	made	clusters,	i.e.,	for	the	DTW	and	change	clusters,	we	labeled	

whether	the	attributed	cluster	group	reflects	complexity.	First,	we	only	took	into	account	

the	clusters	made	in	phase	II	where	the	problem	involves	multiple	levels.	We	designed	6	

criteria	for	each	cluster	in	phase	II,	giving	a	total	of,	2	(DTW	and	change	clusters)	*	3	(fossil,	

green,	human),	6	criteria.	Each	criterion	is	a	quantitative	attempt	to	decipher	epistemic	

development	among	players.	From	these	criteria,	we	computed	a	complexity	index	which	is	

the	sum	of	each	met	criterion,	find	below	the	criteria:	

- if,	for	fossil	energy,	the	session	was	clustered	in	any	group	of	convergers,	

- if,	for	green	energy,	the	session	was	clustered	in	any	group	of	convergers	or	no	

rule,	

- if,	for	human	energy,	the	session	was	clustered	in	the	group	of	medium	convergers,	

since	we	only	have	three	clusters	and	all	show	high	levels	of	variability,	we	chose	to	

make	a	distinction	between	the	ones	that	are	keeping	high	levels	of	human	energy	

and	the	one	who	stayed	relatively	moderate	in	their	use,	

- if	the	session	was	clustered	in	the	group	of	high	changers	for	fossil,	or	green	or	

human	energy	allocation.	

Moreover,	we	set	the	complexity	level	to	0	if	health	and/or	well-being	level	has	not	been	

modified	throughout	phase	II.		

The	results	show	that	on	174	sessions,	114	sessions	(65.5%)	meet	at	least	1	complexity	

criterion	with	the	mechanic	of	energy	allocation.	We	have	56	having	a	complexity	index	of	

1	(32.2%),	23	at	2	(13.2%),	17	at	3	(9.8%),	12	at	4	(6.9%),	4	at	5	(2.3%)	and	2	at	6	(1.1%).	
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6 DISCUSSION 

6.1 Players tackling food production as a system 

Our	first	analyses,	as	shown	by	multiple	linear	regressions,	showed	that	players’	energy	

allocation	slopes	significantly	differ	between	phases.	We	can	thus	say	that	players	do	not	

use	energy	allocation	the	same	way	in	phase	I	and	phase	II,	and	this	can	be	explained	by	the	

change	of	goal	between	the	two	phases.	

Our	second	set	of	simple	linear	regressions	showed	more	detailed	results	on	the	difference	

in	slopes	between	phases.	We	found	positive	slopes,	yet	small	in	effect	sizes,	for	fossil,	

green,	and	human	energy	in	phase	I.	This	means	that	players	in	general	are	increasing	their	

energy	usage	over	time	which	is	in	line	with	the	goal	of	the	game	at	phase	I:	“feed	30	

individuals”.	

Phase	II,	however,	showed	a	different	landscape.	We	found	that	fossil	energy	allocation	is	

decreasing,	green	energy	is	increasing,	and	we	found	no	statistically	significant	slopes	for	

human	energy.	We	can	thus	say	that,	in	general,	because	players	are	decreasing	their	usage	

of	fossil	energy	it	must	be	compensated	by	an	increase	of	their	usage	of	green	energy.	

Concerning	human	energy,	we	lack	information	at	the	player	level	on	the	absence	of	

significant	results.	Are	they	consequences	of	i)	different	uses	of	human	energy	between	

players,	some	are	increasing	while	some	are	decreasing	(i.e.,	inter-session	heterogeneity),	

or	ii)	is	every	session	increasing	and	decreasing	multiple	times	during	the	phase,	leading	to	

a	general	zero-slope	(i.e.,	intra-session	heterogeneity),	or	iii)	are	they	not	using	human	

energy	during	phase	II;	or	iv)	is	it	a	mix	of	all?		

The	third	set	of	simple	linear	regressions	allowed	us	to	have	a	fine-grained	view	of	each	

session.	For	phase	I,	we	found	high	proportions	of	sessions	having	positive	slopes	(42%,	

76%,	and	94%	respectively	for	fossil,	green,	and	human	energy).		

It	also	gives	a	more	detailed	view,	yet	ambivalent,	on	what	is	happening	in	phase	II.	Indeed,	

for	fossil	energy	in	phase	II,	only	ten	percent	of	the	sessions	have	statistically	decreasing	

slopes.	The	lack	of	significant	positive	slopes	for	fossil	consumption,	in	both	phases,	comes	

from	the	fact	that	many	sessions	were	not	playing	much	with	fossil	energy.	This	is	due	to	

the	number	of	solely	three	available	fossil	energies	compared	to	thirteen	and	thirty	green	
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and	human	energies	respectively.	Green	energy	usage	is	increasing	in	half	of	the	sessions;	

however,	we	can	see	that	the	other	half	of	the	sessions	have	slopes	close	to	zero	with	a	high	

number	of	time	points.	Finally,	we	saw	that	human	energy	is	more	prone	to	every	possible	

change	in	a	balanced	way.	One-fifth	of	the	sessions	increased	their	use	of	human	energy,	

almost	a	third	decreased	their	usage	while	the	remaining	half	of	the	sessions	seem	to	show	

a	null	slope.	This	allows	us	to	say	that	the	non-significant	slope	that	we	previously	found	

for	human	labor	at	phase	II,	is	at	least	due	to	inter-session	heterogeneity	(point	i).	We	

cannot	now	say	for	intra-session	heterogeneity	(point	ii)	but	we	can	exclude	the	third	point	

(iii)	due	to	the	high	numbers	of	data	points	(see	degrees	of	freedom	in	file	

“2.6_slr_session_p2h_al2049mastermaltt_202408.csv”,	as	found	on	osf	

https://osf.io/7ytqf/).		

Clustering	using	Dynamic	Time	Warping	in	phase	I,	for	all	the	energy	types,	shows	clusters	

with	sessions	linearly	increasing	their	energy	allocation.	However,	there	are	two	clusters	

for	green	energy	(8	and	9,	10%	of	the	players)	and	three	clusters	for	human	energy	(7	and	

9,	31.6%	of	the	players)	which	show	medoids	with	variations	of	increasing	and	decreasing	

periods	of	energy	allocation.	This	result	coupled	with	the	previously	found	high	number	of	

positive	slopes	for	each	energy	type	at	phase	I	shows	that	players’	behaviors	are	directed	

towards	one	single	goal:	to	increase	their	energy	allocation.	This	makes	phase	I	a	well-

defined	problem:	“feed	thirty	individuals”,	and	this	is	achieved	by	the	finite	rule	of	

increasing	each	energy	allocation	(Jonassen,	2000).	

However,	this	is	not	as	simple	for	phase	II.	Here,	clusters	do	not	show	clear	linearly	

increasing	energy	allocation.	First,	we	see	for	fossil	energy	at	phase	II,	in	the	seven	first	

clusters	a	decrease	in	fossil	energy	allocation,	while	in	clusters	8	to	10	(13.2%	of	the	

players)	we	see	players	who	are	converging	towards	medium	levels	of	fossil	energy.	These	

last	clusters	suggest	that	players	did	include	fossil	energy	in	their	representation	of	a	food	

system,	instead	of	completely	removing	it.	For	green	and	human	energies,	it	is	also	clear	

that	players’	behavior	varies	within	this	second	phase,	we	see	here	that	players	are	trying	

multiple	solutions,	thus	making	phase	II	an	ill-structured	problem	(Jonassen,	2000).	

Players	converging	to	medium	values	of	energy	allocation	(cluster	#6	to	#9	for	green	

energy	and	cluster	#3	for	human	energy)	are	also	players	considering	green	and	human	

https://osf.io/7ytqf/


RIOJA,	K.	 SEPTEMBER	2024	 	 45	

energy	in	a	system,	compared	to	players	strictly	using	(or	never	using)	one	or	the	other.	

Since	we	have	a	limited	number	of	resources	to	allocate,	players	who	perceive	food	

production	as	a	system	may	moderately	use	each	of	the	energy	at	their	disposal.	This	way	

they	may	include	the	benefits	of	each	energy	allocation	in	a	system,	compared	to	only	

wanting	to	use	one.	

When	coming	back	to	the	causes	of	the	null	slope	found	in	the	simple	linear	regression	for	

human	energy	at	phase	II	(section	5.2.2.),	here	the	plots	can	visually	illustrate	the	intra-

session	heterogeneity	–	not	yet	quantifying	it.	We	see	a	distinct	increase/decrease	of	

human	energy	allocation	within	phase	II.	This	is	a	hint	towards	the	fact	that	the	null	slopes	

found	in	5.2.2.	for	human	energy	at	phase	II	are	due	to	a	mix	of	inter-	and	intra-session	

heterogeneity.		

DTW	clustering	is	also	a	method	that	moderately	captures	players’	environmental	

convictions/prior	knowledge	(Martinez-Garza	&	Clark,	2017).	Indeed,	we	found	clusters	

showing	players	not	using	energy	fossil	at	all	and	using	green	energy	a	lot,	they	have	been	

labeled	as	“Green	Experts”	(‘ge’	is	the	plots)	in	that	sense.	However,	this	conviction	for	less	

or	no	human	labor	is	not	found	in	our	current	dataset	(e.g.,	philanthropists	or	humanists).	

Moreover,	this	method	is	showing	that	players	are	tackling	food	production	as	a	system.	

From	homogeneous	increasing	usage	of	each	energy	type	in	phase	I,	to	different	play	

behaviors	in	phase	II,	we	can	say	that	phase	I	is	a	well-defined	problem	and	phase	II	is	an	

ill-structured	problem	(Jonassen,	2000).		

Now	for	the	correlations	between	play	behaviors	and	game	design,	in	phase	I,	the	general	

large	correlations	between	the	number	of	people	fed	and	each	of	the	three	types	of	energy	

coupled	with	the	high	number	of	sessions	with	significant	positive	correlations	show	that	

energy	allocation	is	positively	linked	with	number	of	people	fed.	This	adds	up	to	the	results	

of	positive	slopes	found	with	the	simple	linear	regressions	(see	section	5.2.2).	We	can	now	

safely	say	that	the	players	used	the	energy	allocation	mechanic	the	way	the	game	has	been	

designed:	increase	your	energy	allocation	to	feed	the	30	individuals.	A	note	on	the	lack	of	

significant	correlations	in	fossil	energy,	this	outlines	again	the	very	small	number	of	

observations	for	fossil	energy,	thus	not	providing	enough	statistical	power.		
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For	phase	II,	we	can	see	numerically	lower	significant	positive	correlations	than	for	phase	I	

for	individuals	fed.	This	can	suggest	two	things:	a)	the	goal	of	feeding	people	is	still	a	

significant	goal	for	players	facing	the	ill-structured	problem.	This	is	still	in	line	with	the	

game	design	where	players	are	told	to	keep	feeding	individuals	while	keeping	maximum	

levels	of	health	and	well-being.	b)	this	can	also	show	a	tendency	of	players	to	refuse	to	

solve	the	ill-structured	problem	in	phase	II,	thus	keeping	high	positive	correlations	and	

making	the	general	correlations	at	medium	effect	sizes.	We	should	be	able	to	track	the	

latter	looking	at	the	player	level	and	see	if	they	have	high	correlations	in	feeding	

individuals	but	low	correlations	in	health	and	well-being	levels.		

Again,	for	phase	II,	concerning	correlations	between	each	energy	type	and	health	level,	the	

large	negative	statistically	significant	correlations	between	fossil	energy	and	health	level	

confirm	the	expected	use	of	the	game.	However,	we	were	not	expecting	that	more	usage	of	

green	energy	would	lead	to	higher	health	levels,	this	may	be	the	repercussion	of	less	using	

fossil	energy,	which	needs	to	be	replaced	(e.g.,	replacing	one	fossil	energy	corresponds	to	3	

green	energies	in	the	game).	The	null	correlation	for	well-being	was	expected	since	it	does	

not	affect	health	as	found	in	the	game	design.		

Finally,	for	correlations	between	each	energy	type	and	well-being	levels	in	phase	II,	we	

found	that	fossil	energy,	as	well	as	green	energy,	are	not	linked	to	well-being,	but	we	have	a	

very	large	significant	negative	relationship	between	human	energy	and	well-being,	which	is	

in	line	with	the	game	design.		

These	last	results	of	phase	II	show	that	the	game	has	successfully	been	played	the	way	

game	designers	intended	in	phase	II.	Combined	with	the	fact	that	the	game	at	phase	II	is	

shown	to	be	an	ill-structured	problem,	our	results	show	that	AL2049	indeed	allows	players	

to	tackle	food	production	as	a	system	(Gee,	2005),	thus	corroborating	our	first	hypothesis.		

6.2 Players tackling nonlinearity 

Spearman	correlations	between	the	number	of	changes	and	the	amplitude	of	change	in	

each	energy	and	each	phase	showed	that	when	players	are	changing	a	lot	in	a	phase	and	in	

energy,	they	tend	to	have	high	amplitudes	of	changes	as	well	(see	Figure	9).	We	have	now	

quantitatively	shown	intra-session	heterogeneity.	The	visualized	high	number	of	
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directional	changes	as	shown	in	DTW	clusters	is	indeed	illustrated	by	the	current	result	

showing	high	amplitudes	in	changes	as	well.		

To	be	able	to	transfer	this	intra-session	heterogeneity	to	an	indicator,	we	chose	to	create	

the	indicator	of	change	n*achange.	Clustering	sessions	through	this	indicator	allowed	us	to	

better	discriminate	players	with	low,	medium,	and	high	changes.	The	labels	of	different	

clusters	can	be	attributed	as	low	changers	(cluster	#1),	mid	changers	(cluster	#2	when	3	

clusters),	and	high	changers	(cluster	#2	when	2	clusters	and	cluster	#3	when	3	clusters).	

Sessions	categorized	in	the	group	of	high	changers	in	phase	II	(cluster	#2	for	fossil,	cluster	

#2	for	green,	and	cluster	#3	for	human)	are	composed	of	players	trying	multiple	

configurations	of	energy	allocation.	If	they	did	so,	we	can	infer	that	they	are	facing	the	

nonlinearity	aspect	of	the	food	system	complexity	(Ladyman	et	al.,	2013).	As	seen	earlier,	

AL2049	has	been	designed	with	energy	allocation	having	different	effects	on	levels	of	

health	and	well-being.	However,	these	effects	on	the	system	can	intersect	with	the	other	

game	design	features	such	as	the	effect	of	the	allocated	function	in	a	space.	For	example,	

one	might	deallocate	fossil	fuel,	leading	to	increasing	health,	but	still	assign	a	function	that	

decreases	health,	thus	resulting	in	a	null	health	outcome.	Players	then	experience	the	

nonlinearity	of	the	system	by	confronting	this	unexpected	result	(null	outcome	on	health)	

and	they	will	try	other	solutions	to	finally	lead	to	their	expected	result	(positive	outcome	

on	health).	This	way,	we	can	say	they	experienced	food	system	complexity	as	not	being	

solely	impacted	by	one	factor,	i.e.,	nonlinearity.	We	thus	corroborate	our	second	hypothesis.	

6.3 Players tackling food system complexity 

To	sum	up,	analyses	showed	that	if	we	see	clusters	having	visually	high	levels	of	change	

while	having	moderate	levels	of	consumption	for	each	energy,	we	would	be	more	confident	

in	saying	that	these	players	have	tackled	complexity	as	a	system	(see	section	6.1).	

Furthermore,	if	someone	has	quantitatively	high	levels	of	change,	it	means	that	the	players	

have	experienced	nonlinearity	(see	section	6.2).	The	complexity	index	merges	this	system’s	

understanding	of	food	production	and	nonlinearity	to	be	able	to	attest	to	the	players’	

epistemic	development.	Other	than	tackling	complexity	through	the	sole	change	of	energy	

allocation,	the	complexity	index	incorporates	clues	of	more	reasonable	usage	of	energies.	

The	latter	is	important	in	the	food	system	production	as	depicted	by	AL2049.	Players	
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should	be	able	to	understand	that	the	food	system’s	complexity	lies	to	a	certain	extent	in	a	

fragile	equilibrium	between	the	consumption	of	fossil,	green,	and	human	energy	to	be	able	

to	have	optimal	levels	of	people	fed,	health,	and	well-being.	Results	show	that	almost	two-

thirds	of	the	players	have	tackled	food	system	complexity,	and	thus	have	developed	a	sense	

of	complex	reasoning,	or	epistemic	development	(Greene	&	Yu,	2016;	Sanchez,	2022).	

Looking	at	their	behaviors	on	energy	allocation,	we	can	finally	say	that	players	can	explore	

food	system	complexity	in	AL2049	which	lead	to	epistemic	development.	

6.4 Limitations 

The	current	analyses	only	focused	on	one	sole	mechanic	of	the	game,	which	is	energy	

allocation.	What	if	players	did	not	play	with	energy	allocation?	Indeed	our	work	promptly	

requires	more	analyses,	with	other	mechanics	of	the	game	such	as	more	incorporating	the	

levels	of	People	Fed,	Health,	and	Well-being	in	relationship	with	the	type	of	function	

allocated	in	the	space.		

Concerning	clusters,	this	work	shows	that	we	can	use	clusters	to	discriminate	

unconventional	data,	see	clusters	9	for	fossil	I	and	10	for	human	I.	Also,	we	want	to	make	

the	reader	cautious	about	the	results	given,	when	looking	at	inter-individual	differences,	

we	can	see	that	within	one	cluster	there	may	be	players	following	another	path	than	the	

medoid	shown.	Indeed,	it	does	not	consider	the	heterogeneity	during	a	phase	nor	when	the	

changes	are	during	the	phase,	it	only	catches	the	overall	‘silhouette’	of	the	time	series.	If	

DTW	cluster	finds	no	cluster,	it	means	that	there	is	no	similar	pattern	over	time	when	

players	play	in	phase	II,	however,	it	does	not	say	that	players	do	not	play	with	the	same	

strategy.	Indeed,	clustering	is	only	here	to	categorize	the	time	series,	but	it	cannot	explain	

in	depth	what	each	player	has	done	at	each	t	point	of	the	phase	(e.g.,	what	are	the	levels	for	

each	energy	allocation	at	a	given	time	point),	nor	how	many	“round	trips”	they	have	done	

in	the	usage	of	a	specific	energy.		

The	clusters	found	for	DTW	at	phase	II	are	the	consequence	of	removing	seven,	four,	and	

three	players,	respectively	for	fossil,	green,	and	human	energy.	Our	rationale	was	to	find	

interpretable	clusters	and	player	behaviors.	Further	analyses	should	be	able	to	find	DTW	
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clustering	methods	that	include	these	outliers	(e.g.,	by	giving	them	less	weight)	instead	of	

roughly	removing	these	precious,	objective	data	points.		

Our	complexity	index	is	not	meant	to	identify	learning	as	a	performance;	however,	it	

measures	the	way	learners	may	tackle	food	system	complexity	in-game.	Players	changing	a	

lot	of	time	their	way	of	allocating	resources	does	not	yet	show	that	they	are	exploring	

complexity	the	right	way.	One	may	change	a	lot	of	their	energy	allocation	without	being	in	

line	with	the	game’s	goal,	thus	not	learning.	As	Sanchez	(2022)	says,	“the	game	is	only	a	

simplified	model	of	the	world,	and	learning	through	play	is	only	possible	according	to	this	

model”	(p.64,	free	translation).	Moreover,	epistemic	development	is	found	to	be	a	process,	

thus	hard	to	capture	with	solely	behavioral	data.	A	note	of	caution	is	made	here,	we	want	to	

emphasize	the	fact	that	the	complexity	index	reflects	a	relative	position	one	has	with	

another	within	the	174	sessions.	One	might	be	seen	as	having	an	important	number	of	

changes,	but	since	the	clusters	were	made	using	the	current	174	sessions,	the	session	in	

question	might	not	be	categorized	as	having	a	high	number	of	changes.	Furthermore,	this	

index	only	finds	the	players	tackling	food	production	complexity	through	the	usage	of	

energies,	one	can	have	high	variability	on	their	levels	of	health	and/or	well-being	but	

without	having	a	high	complexity	level	because	these	two	outcomes	have	intricate	coupling	

with	other	game	mechanics	(e.g.,	the	chosen	function).	

This	work	has	only	been	quantitative	and	ought	to	be	mixed	with	qualitative	studies.	As	the	

data	was	collected	in	an	ecological	setting	(i.e.,	directly	at	the	museum),	we	did	not	have	

any	control	nor	visibility	on	the	interactions	between	player(s),	with	the	teacher	or	the	

game	master	that	could	happen	before,	while,	and	after	the	play	session.	As	found	by	

Morard	and	colleagues	(2023),	oil	barrels	as	shown	by	pictograms	could	be	understood	as	

water	barrels	needed	for	food	production.	Indeed,	we	miss	more	qualitative	data	to	explain	

how	players	tackle	food	system	complexity	and	challenge	their	epistemic	development.		

Finally,	we	do	not	have	information	on	the	follow-up	of	this	experience	nor	whether	a	

debriefing	session	was	always	happening	or	not.	“We	do	not	learn	by	playing,	we	learn	by	

reflecting	on	a	playful	experience,	a	metaphorical	experience	of	life,	an	experience	of	

ourselves.”	(Sanchez,	2022,	p.161,	free	translation).		
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6.5 Recommendations  

Our	results	have	been	restricted	by	some	quantitative	limitations	(e.g.,	lack	of	data	points,	

and	variable	time	series).	Future	epistemic	game	designers,	if	they	expect	their	game	to	be	

analyzed	by	quantitative	means	should	have	the	following	recommendations	in	mind.	

6.5.1 To redesign AL2049 

1. The	game	must	have	a	gameplay	allowing	multiple	actions	or	use	of	the	same	

variable	over	each	phase	of	interest.	This	has	been	found	in	the	lack	of	significant	

results	in	fossil	energy	allocation,	where	the	sole	number	of	three	fossil	energies	

could	not	allow	an	in-depth	description,	quantitatively	speaking,	of	how	users	

interact	with	this	kind	of	energy.		

2. The	game,	if	it	is	sought	to	compare	different	phases	of	interest	(e.g.,	phase	I	and	

phase	II),	should	restrict	the	time	played	to	similar	ranges.	We	have	observed	

sessions	with	less	time	played	in	phase	I	compared	to	phase	II,	thus	making	

comparison	between	the	two	phases	and	thus	interpretations	of	the	results	more	

difficult.	

3. Concerning	the	re-design	of	AL2049,	to	assess	players’	ability	to	offer	multiple	

solutions	to	an	ill-structured	problem,	we	would	suggest	adding	a	new	secondary	

mechanic	in	the	game	to	‘capture’	their	optimal	solutions	allowing	players	to	

compare	between	solutions.	It	would	in	turn	give	objectively	chosen	game	

snapshots	to	learning	analysts	to	say	that	at	these	times,	players	made	the	decision	

that	this	was	their	‘best’	current	solution.	Also,	it	would	be	considered	as	a	time	of	

contemplation,	reflection,	and	knowledge	reframing	about	the	chosen	solution.		

6.5.2 For future work on AL2049 

Future	work	can	explore	sequential	pattern	mining	as	found	by	Kang	and	colleagues	(2017)	

or	sequence	mining	as	found	in	Martinez-Garza	and	Clark	(2017)	to	find	patterns	in	

sequence	data	or	using	Hidden	Markov	Models	as	found	in	Tissenbaum	and	colleagues	

(2016).	We	would	be	curious	to	know	what	chunks	of	actions	are	done	inside	each	phase,	

and	if	those	are	predicting	a	certain	type	of	player	or	player’s	complexity	index.	
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6.5.3 In the field of game learning analytics 

1. Learning	game	designers	should	have	a	clear	game	design	document	(commonly	

known	as	GDD),	to	share	along	each	researcher,	even	the	one	late	to	the	party.	This	

could	be	presented	as	a	centralized	document	where	we	can	find	–	along	the	game	

design	document	can	offer:	the	list	of	collected	variables	in	log	data	is	present	(e.g.,	

data	dictionary),	the	exact	verbatim	of	the	game	master	(e.g.,	what	she	says	before	

and	after	the	game	and	what	she	is	allowed	to	say,	or	not),	the	expected	timeline	of	

the	game,	the	list	of	the	published	papers,	the	why	of	the	game	development,	etc.	

2. The	methodology	significantly	differs	when	data	has	already	been	collected	

compared	to	when	we	plan	what	analyses	will	be	done	once	the	data	is	collected.	

When	designing	a	learning	game,	researchers	should	be	aware	of	game	design	

features	such	as	adaptation	and	assessment	which	are	essential	from	a	pedagogical	

point	of	view	(Moreno-Ger	et	al.,	2008).	Building	on	top	of	Serrano-Laguna	and	

colleagues’	work	(2017),	a	standard	to	add	in	GLA/LA	procedures	is	to	plan	how	the	

collected	data	should	be	analyzed	(i.e.,	preregistering	analyses	while	designing	the	

game).	This	is	mandatory	for	the	assessment	of	the	student’s	skills,	but	it	is	crucial	

to	corroborate	or	refute	prior	educational	purposes	in	line	with	the	game	design.	

3. Building	trust	in	employing	learning	games	in	educational	settings	is	key	and	it	is	

the	main	hobbyhorse	of	the	field.	Our	contribution	to	this	is	to	have	open	data	and	

transparency	about	the	analyses.	AL2049	can	have	effects	on	epistemic	knowledge	

and	this	entire	work	has	been	dedicated	to	that	and	is	freely	available.	We	also	

encourage	future	work	to	follow	the	same	path.	

6.5.4 To teachers 

The	game	is	found	to	be	an	engaging	learning	material	for	students	to	explore	food	system	

complexity,	as	depicted	by	the	numerically	higher	number	of	actions	in	phase	II	showing	a	

growing	interest	in	the	topic.	Students	can	experience	awareness	that	food	production	is	a	

complex	question	hinging	on	multiple	factors.	This	effectiveness	is	due	to	the	unique	

environment	in	which	the	game	is	included	(i.e.,	ludicisation):	the	game	is	in	a	museum,	

allowing	students	to	physically	and	freely	explore	the	museum,	it	is	supervised	by	a	game	

master	for	the	story	and	students	play	by	groups	to	allow	even	more	interaction.	
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7 CONCLUSION 

Since	Mystery	at	the	Museum,	one	of	the	first	famous	games	implemented	for	the	Museum	

of	Science	in	2005	(Klopfer	et	al.,	2005),	learning	games	flourished	in	museums’	settings.	

Indeed,	this	medium	is	now	accepted	as	a	learning	tool	and	can	express	complex	ideas	

(Squire,	2021).	Yet	very	few	games	offer	the	opportunity	to	face	ill-structured	problems,	

that	is,	problems	that	are	intricately	inserted	in	a	specialized	domain	where	several	

solutions	may	be	proposed,	none	of	which	is	certain	or	verifiable	(Sanchez,	2022).	This	

type	of	game	is	called	an	epistemic	game,	it	aims	at	leveraging	students’	ability	to	reason,	

act,	and	communicate	in	the	same	ways	as	professionals	(Shaffer	2006,	as	cited	by	Sweet	&	

Rupp,	2012).		

This	work	aimed	at	understanding	how	an	epistemic	game	allows	players	to	tackle	food	

system	complexity	and	enhance	their	epistemic	development.	The	game	is	called	AL2049,	

and	it	offers	a	playful	opportunity	to	tackle	food	production	systems	challenges.	Indeed,	the	

game’s	educational	purpose	was	to	“understand	the	complex	relationships	between	food	

production	system	components”	(Oliveira	et	al.,	2022).	Analyses	were	run	on	a	dataset	of	

174	sessions	of	AL2049	and	the	methods	used	were	simple	and	multiple	linear	regressions,	

correlations,	k-medoid	clustering,	and	dynamic	time	warping.	This	work,	one	of	the	first	in	

the	field,	aims	at	finding	quantitative	indicators	of	epistemic	development.		

The	analyses	showed	that	players	are	changing	their	behaviors	between	phase	I	and	phase	

II,	going	from	a	well-structured	problem	to	an	ill-structured	problem.	This	second	phase,	

where	an	ill-structured	problem	is	depicted,	showed	more	actions	from	the	players,	leading	

to	an	increase	of	engagement	in	the	subject	matter.	Moreover,	the	analyses	found	that	the	

game	successfully	transmitted	this	sense	of	system	to	players,	it	has	been	shown	by	the	

confirmation	of	the	game	design	through	the	actual	players’	behaviors.	AL2049	has	been	

found	to	tackle	food	production	complexity	through	one	of	its	complexity	features,	

nonlinearity.	Players	experience	the	fact	that	one	change	in	the	system	can	lead	to	

unexpected	outcomes	by	showing	a	high	number	of	changes	in	their	behavior.	Finally,	our	

analyses	ended	with	an	index	of	epistemic	development,	concluding	that	two-thirds	of	the	
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players	have	signs	of	embracing	AL2049	food	production	complexity,	reshaping	their	

knowledge	on	the	specific	topic.	

This	master’s	thesis	contributed	to	the	emerging	field	of	Game	Learning	Analytics	by	

leveraging	quantitative	techniques	such	as	clustering	and	Dynamic	Time	Warping.	The	

current	work	sought	to	find	quantitative	indicators	of	epistemic	development,	and	we	

showed	that	it	is	possible,	yet	interpretations	should	gather	more	information	on	other	

game	mechanics	(e.g.,	not	only	relying	on	one	only)	and	underline	the	importance	of	

qualitative	data	(e.g.,	user	experience,	focus	group,	video	data)	to	be	able	to	arrive	to	our	

conclusions	safely.	
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9 APPENDIX 

9.1 A priori analysis to choose criteria of food system complexity transcribed 

by AL2049 

An	a	priori	analysis	was	performed	before	the	quantitative	analyses	of	digital	traces.	It	

involved	a	researcher	involved	in	the	whole	design	process	of	AL2049.	We	decomposed	

complexity	into	seven	complexity	criteria	for	food	production	systems	(for	details,	see	

‘Complexity’	chapter).	We	sought	to	explain	how	AL2049	game	designers	tried	to	

transcribe	complexity	in	the	game	and	to	pick	the	objective	indicators	that	can	be	found	in	

the	game’s	traces.	The	objective	indicators	are	thus	measuring	how	learners	tackle	

complexity,	which	was	the	prime	pedagogical	objective.	The	objectives	of	this	a	priori	

analysis	were,	first,	to	define	the	seven	criteria	of	complexity	(adapted	from	Ladyman	et	al.	

(2013))	through	the	prism	of	AL2049	gameplay	and,	second,	to	identify	indicators	of	

complexity	in	players	actions	and	ultimately	in	the	traces.	The	seven	complexity	criteria	

were:	1)	Nonlinearity,	2)	Feedback,	3)	Spontaneous	order,	4)	Robustness	and	lack	of	

central	control,	5)	Emergence,	6)	Hierarchical	organization,	7)	Numerosity.	For	each	

criterion,	we	first	described	how	the	chosen	complexity	criterion	was	represented	in	

AL2049	(e.g.,	“how	nonlinearity	is	part	of	the	game?”).	Second,	we	linked	it	to	the	expected	

digital	trace	linked	to	the	situation	(e.g.,	“the	number	of	changes	in	the	‘Energy’	variables”)	

and	an	hypothesis	was	written	involving	the	trace	(e.g.,	“in	Phase	I,	all	types	of	energies	are	

increasing	during	phase	I	but	not	necessarily	in	phase	II”).	Among	the	seven	criteria,	we	

chose	to	restrict	the	quantitative	analyses	to	a	lesser	number	of	criteria.	Our	choice	was	

restricted	to	what	the	game	mechanic	of	energy	allocation	can	give	as	observable	

indicators.	We	thus	chose	to	focus	on	one	criterion:	nonlinearity.	

Nonlinearity	is	shown	in	AL2049	gameplay	through	its	ability	to	show	the	players	long	

term	underestimated	links	which	are	only	made	visible	in	phase	II.	During	phase	I,	the	

game	is	straightforward	and	rather	linear	in	essence,	involving	one	simple	goal.	At	the	end	

of	this	first	phase,	when	the	two	other	gauges	are	now	made	visible,	the	game	becomes	

non-linear:	one	action	can	lead	to	multiple	consequences	in	multiple	factors,	some	of	which	

are	thought	to	be	unpredictable	to	the	player.		


